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Abstract— Pressure for energy efficiency in distributed computing systems has put in sharp focus 
ASIC to fiber efficiency as an area needing improvement. What are the origin of the problem and the 
possible solutions? 

1. Introduction  

SerDes are a foundation building block of the ICT industry. Several coinciding trends are placing energy efficiency, in 
particular for the front panel, or switch to fiber, at the center of attention.  

1. Complexity and efficiency trends of data rate scale-up as usual are not sustainable 
2. Computing-AI has replaced Ethernet as driving force & requirements 
3. Disaggregation is replacing integration as system scaling strategy 
4. Electrical interconnect capacity has reach its limits in BW, cost, physical density 
5. Optical technologies are on the cusp of replacing copper at very short distances of few meters or below 

2. The Canary in the Coalmine  

In this paper we will focus on high performance fabric switch as an application example, since it is a large ASIC which 
typically integrates the highest number of SerDes and uses the highest ratio of SerDes vs. core logic resources among all 
ASICs and thus is the perfect “canary in the coalmine”. In fact, between 2013 and 2023 the share of resources used by 
SerDes skyrocketed to roughly 30-40% for a fabric switch.  

3. Definition of Front Panel Efficiency 

If we focus our attention on a relatively simple example like a switch and assume at least half of its I/O will connected 
to fiber via front panel, it is easy to understand why energy efficiency of the front panel is important. The fundamental 
pre-requisite of any energy efficiency definition is to make sure that all estimates and comparisons between different 
solutions include all the blocks and components from the core of the ASIC to the fiber. Also, energy spent for common 
resources should be accounted for, for example shared laser sources, laser cooling etc. when efficiency is calculated. 
Where the energy is used, i.e. module vs. ASIC, is very important because it will affect the energy overhead involved in 
cooling the components and providing regulated power to them at the required voltage and associated energy losses. 

4. The Energy Efficiency Challenge: DSP vs. non-DSP SerDes Trends 

Intuitively, efficiency gets progressively worse as the channel gets more challenging. It is interesting to observe the 
progression of this worsening and draw some empirical observations. For this purpose we plot, in Fig. 1, SerDes energy 
efficiency in pJ/bit as a function of equivalent channel complexity, for simplicity using electrical channel insertion loss 
(IL) at Nyquist frequency in dB for 112Gbps PAM4. As CMOS technology scales from 7nm to 3nm, the shape of the 
curve remains largely unchanged but efficiency improves, with larger gains at high IL where a larger DSP benefits more 
from CMOS scaling. Energy efficiency translates into ASIC resources as shown in Fig.2 example of a 5nm, 50Tbps, 
112Gbps/lane Switch Fabric, with a total expected power in the range of 600 to 800W.  
 
 

 

 

 

 

      Fig1: Energy Efficiency vs. Channel IL               Fig. 2. Switch resources vs. SerDes Type            Fig 3. LR DSP SerDes Efficiency Trends  
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At 56Gbps and even more at 112Gbps most SerDes developed to be used above 20-25dB channels are based on DSP 
[1]][2][3][4] and we expect this trend to continue beyond 112Gbps. DSP intrinsically scales well beyond 7nm, but the 
AFE only receives marginal benefit from scaling. We estimate that energy efficiency will improve node over node by 
~15-20% (Fig.3). Even with these improvements, power and area increase dramatically at 224Gbps. Based on the trends 
above and on our expectations for a 100T 3nm Switch a DSP LR SerDes would consume more than 40% of the total 
power. While DSP LR SerDes are becoming unaffordable, XSR [5][6] SerDes, which are not DSP based but use a more 
traditional analog architecture, could provide an effective alternative to LR, with ¼ of the power and less than ½ of the 
area, inclusive of all overheads [7][8]. Also, XSR could increase the available space for core logic which could in turn 
help reduce the number of dies required for a given ASIC core. 

5. Multi Stage vs. Single Stage Interconnect 

 
 
 
 
 
 
 
 
 
 

                   Fig.4. Single vs. 2 stage interconnect 
 
XSR cannot cover the same channel an LR SerDes could, so a possible approach is to split it into 2 or more shorter 
links. While this may sound counterintuitive, when a channel becomes extremely challenging, this solution becomes 
more energy efficient as outlined in Fig. 4. This applies to the more complex and even less intuitive case of ASIC to 
fiber links in the front panel. In particular the recently introduced concept of “Linear” pluggable modules where the 
retimed IC inside the module is replaced by a non-retimed one, thus replacing two links with a more challenging and 
less efficient one.  In an apple to apple comparison it has been shown [9] that a front panel ASIC to Fiber based on 
Linear approach is less efficient than an optimized retimed one. Moreover there are other very significant system level 
benefits in splitting very complex links [10]. 

6. Fast vs. Slow 

A common misconception is that increasing data rates will intrinsically improve energy efficiency. This is due to an 
erroneous interpretation of the high speed interconnect trends in the last 25 years. While it is true efficiency improved as 
data rate increased, the reason is not intrinsic but due to other factors, such as CMOS scaling, vastly improved passive 
channels, better architectures and design methodologies and recently the shift from NRZ to PAM4, which improved 
SerDes efficiency. However it increased error floor and required FEC, which in turn decreased efficiency and increased 
latency by roughly an order of magnitude. In reality faster is not more efficient rather, for same node, passive channel 
technology and architecture, the opposite is true as empirical data shows for 200Gbps vs. 100Gbps in Fig. 5 below. At 
200Gbps, even for equivalent electrical channel complexity (impossible to achieve at same cost!), DSP needs to work 
harder and use advanced equalization at lower insertion loss.  
 
 
 
 
 
 
 
 
 

         Fig. 5. 100Gbps vs. 200Gbps efficiency                                           Fig 6. Microprocessor clock speed over the years 

A useful analogy is microprocessor clock speed growth which flattened out around 3-4Ghz over 15 years ago and even 
decreased since to increase efficiency (Fig.5). Technologies and link architectures that likewise increase density and 
reduce speed of interconnect will provide significant energy efficiency advantages in the future [11][12][13] [14]. 

W4H.2 OFC 2024 © Optica Publishing Group 2024

Disclaimer: Preliminary paper, subject to publisher revision



7. Optical Densification 

Optical densification is the trend that leads to a progressive increase in energy efficiency of optical engines, enabled by 
and combined with, an increase in in physical density. In the table below we summarize the possible steps from state of 
the art pluggable modules to NPO (near Package Optics) to 2D socketed and 2.5D soldered CPO (Co-Packaged Optics) 
and finally 3D CPO, indicating possible energy efficiency targets (7nm node).  

                        TABLE 1. Optical Engines A2F energy efficiency 

 

 

 

 

 

 

 

                                   a Socketed assembly, b soldered assembly, c 3D stacking     Fig. 7. 50T ASIC to Fiber Total Power and Allocation 

 
Significant energy efficiency gains could be achieved by optical densification, however, while system power could be 
significantly reduced, ASIC power is not (Fig. 7) With CPO, the portion of the current and power allocated to 
components inside the ASIC package is more than 70% compared to less than 20% with modules and NPO. This can 
lead to significant hurdles in designing and cooling the ASIC and possibly increase overall costs. 

8. Power scaling 

The most important tool we have to improve overall efficiency of interconnects is power scaling. Most ASIC today 
interface the front panel with the same LR SerDes used for backplanes. The host interface on the module side is often a 
scaled down version of the same LR SerDes (to save IP development costs…) and the DSP driving the optics is a 
similar SerDes usually with special features geared toward optical impairments. All of the SerDes in this chain have 
little or none flexibility in adjusting performance and power to the real requirements of the channel and often these 
adjustments are manual and “open loop” hence require significant expertise to be used. The result is often overkill 
where a lot of energy is wasted by overpowered LR DSP SerDes operating on channels both electrical  and optical that 
would require much less resources. While of course utilizing the “perfect” SerDes with design specification exactly 
tailored for the target channel would lead to the best efficiency, dynamic power scaling can come really close [1], [2].  

9. Conclusions 

Significant changes in front panel ASIC to fiber approach are required to meet energy efficiency challenges. Focus on 
density rather than speed, simplicity rather than complexity and finally power scaling will benefit efficiency and latency 
which are fundamental for dominant computing and AI applications.  
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