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Abstract: OpenSDK is proposed to provide vendor-neutral, micro-service-based control
of underlying optical hardware. Disaggregation is then achieved without requiring standard
Southbound interfaces from the SDN Controller. Validation is performed enforcing smart
operations on [PoWDM white box. © 2024 The Author(s)

1. Introduction

Aiming at achieving cost savings and avoid vendor lock-in, disaggregated optical networks are characterized by
network elements such as transponders/transceivers and line systems controlled by vendor-neutral open interfaces.
So far, the NETCONF/YANG southbound interface (SBI) has been considered a key technology for disaggrega-
tion. YANG provides standardized data models to represent network elements and their attributes [1,2].

In the last decade, huge effort has been devoted to the definition of standard YANG data models. However,
their adoption is still very limited, due to several open issues. First, multiple independent initiatives such as Open-
ROADM, OpenConfig and IETF have been working in isolation on the definition of their own data models. As
a consequence, each of these data models is supported by only a few system vendors. Second, they do not al-
ways provide clear descriptions on how to interpret/implement the models, such as for disaggregated optical line
systems (OLS), leading to interoperability issues even under the same initiative. Third, network control is always
performed by proprietary SDN Controllers, which can hardly introduce advanced effective features without losing
compatibility. Specifically, advanced functionalities would require software modules also deployed at the network
element [3-5], relying on functional models that are beyond the current scope of an SDN agent using standard
YANG models.

In this work, we propose open software development kit (OpenSDK) as a different approach to provide optical
network disaggregation. OpenSDK enables third-party tools and resources to run on the disaggregated hardware
elements. In OpenSDK, network elements need to (1) support micro-services on top of a basic operating system
(nowadays rather common, as in SONiC Operating System (OS) [6, 7]), and (2) provide standard comprehen-
sive set of tools (i.e., SDK) to control and manage the underlying optical hardware components of a network
element. This proposal differs from previously presented solutions, such as Transponder Abstraction Interface
(TAI) [8], since TAI were envisioned to be used together with standard YANG data models (i.e., without en-
abling proprietary tools to run on the network elements) and as such they represented an additional and redundant
layer of abstraction. On the contrary, with OpenSDK, vendor neutral control of disaggregated hardware is guar-
anteed by standardized SDKSs. Thus, the southbound interface including the communication protocol from the
(proprietary) SDN controller to the network element hosting the (proprietary) SDN Agent can be of any type.
Furthermore, OpenSDK facilitates the deployment of SDN-controlled smart solutions at the network element,
e.g., based on local Al processing [9]. To facilitate the adoption of OpenSDK solution, the work performed by
disaggregation initiatives should be exploited as much as possible. This includes the state and config parameters
by OpenROADM/OpenConfig as well as the Linecard Abstraction Interface (LAI) [6] and other SONiC-based
deployments, augmented to provide more accurate device control and smart capabilities.

2. Proposed OpenSDK solution

Fig. 1(left) shows a traditional non-disaggregated solution provided by a single vendor which leads to vendor lock-
in. Fig. 1(center) shows the current disaggregated approach having the Vendor of the SDN Controller controlling
white boxes provided by other Vendors. In this case, standard NETCONF/YANG SBI is adopted to communicate
with the network element. Such communication is handled at the network element by an SDN software agent con-
figuring the underlying hardware (e.g., coherent pluggables modules in [PoWDM white boxes) using proprietary
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Fig. 1. Left: non-disaggregated solution provided by a single vendor. Center: current disaggregated
approach based on standard NETCONF/YANG SBI. Right: proposed OpenSDK solution.

SDK. Fig. 1(right) shows the proposed disaggregated solution based on OpenSDK. In this case, the Vendor of the
SDN Controller provides the white box with a proprietary, micro-service-based (e.g., in the form of a docker con-
tainer) software module including the SDN Agent. Communication between Controller and network elements is
provided with proprietary data models and protocols. The proprietary software module can also encompass smart
management features of the underlying hardware, including smart Al-empowered applications for correlation of
locally retrieved data, monitoring and failure management.

OpenSDK provides Application Programming Interface (API) for the SDK as well as libraries and software
submodules that implement the SDK API. The SDK API provides methods and functions for developers to interact
with the optical network element. This includes functions for configuring transmission parameters, monitoring
signal quality, and managing network connections. More specifically, we implemented OpenSDK according to a
hierarchical structure, having the higher layer describing the whole network element (i.e., platform) and the lower
level detailing the specific hardware components.

In the case of an [IPoWDM OpenSDK white box, the platform provides the number and type of ports (e.g.,
form factor, number of electrical lanes). Then, each transceiver inserted in a port is managed according to the
specific type of pluggable module. For example, the 400ZR+ module is specified according to CMIS/C-CMIS
specifications. Its SDK API includes get/set of transmission parameters including frequency, output power and
operational mode as well as other state parameters. In addition, with OpenSDK, the libraries for managing the
400ZR+ modules need also to be provided by the OpenSDK white box Vendor. This includes for example the
mechanisms for initializing and managing the EEPROM pages (e.g., Versatile Diagnostics Monitoring - VDM,
configuration, and status), the Module State Machine (MSM) for initialization, and the Data Path State Machine
(DPSM) for standard configuration. Similarly, OpenSDK can be applied to ROADMs and amplifiers. The ROADM
platform provides the list of components (i.e., SRG add/drop, degree, amplifiers) and the internal connectivity to
enable cross connections. Then, each component is managed according to its specific type (e.g., get/set cross-
connections among internal/external ports of a degree component). Similarly, amplifiers are described via their
traditional specific config and state parameters (e.g., power, tilt, etc), but managed by a standard SDK node and not
through standard SBI from the Controller. In our implementation, OpenSDK API relies on the gNMI technology.

3. OpenSDK experimental demonstration

Fig. 2a shows the considered network testbed. It consists of three optical fiber spans of 80km each, interconnecting
a pair of [IPoWDM white boxes with 400ZR+ transceivers running SONiC OS. A software module, including the
SDN Agent and a smart Application, is deployed as docker container in each of the white boxes. The App per-
forms intelligent data aggregation and correlation. As an example, it is able to retrieve and analyze RX parameters
from optical signals that are partially sharing one of the links, as A-B and C-D in the figure. Fig. 2b shows the
Wireshark capture of the messages exchanged by the [IPoWDM SDN Agent with both the SDN Controller and
the underlying OpenSDK implementation. Message n. 63 shows the request from the Controller to the Agent to
perform the configuration of the pluggable module and then apply a smart correlation between pre-FEC BER of
signals A-B and C-D. The request is made through a proprietary REST interface. The SDN agent communicates
via gRPC/gNMI procedures with the OpenSDK module, implemented relying on the OpenConfig YANG models
version 1.9.0. In particular, it configures the pluggable parameters, by exploiting the Set RPC (message 71, ex-
ploded in the bottom part of the figure). Then, the same SDN agent waits that the card becomes active, by using
the Get RPC (messages 92, 309, 467, 483, 563). At this point, the App performs the subscription to the pair of
underlying transceivers to retrieve pre-FEC BER values (message 639). The subscription details are exploded in
the bottom part of Fig. 2b. Finally, the telemetry stream is activated for both connections. As shown in Fig. 2c, in
the Grafana dashboard attached to the smart SDN agent module, a soft failure affects Ethernet16 pluggable (i.e.,
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Fig. 2. (a): testbed; (b) Wireshark captures at white box 2; (c) Pre-FEC BER telemetry monitors.

box D receiver in Fig. 2a). The App detects a relative deviation of pre-FEC BER, before it reaches critical levels.
Message 1919 shows the alarm notification sent to the Controller, including the indication that can significantly
facilitate the failure localization. No other data or messages have to be sent to the Controller.

The same experiment has been repeated using different HW (i.e., 100G transponders) from a different Vendor
and with different OS (still supporting micro-services). Only adaptation of the key string in the OpenSDK API has
been performed, while the very same smart App has been successfully operated over the new harwdare with no
modifications. Using traditional SDN-based NETCONF/YANG disaggregated approaches, no smart APPs could
have been installed and controlled at the node level. As a consequence, smart data aggregation and correlation
could practically occur only at the Controller level, which could easily be overloaded by excessive data. Further-
more, alarms are triggered by the crossing of individual threshold, and not upon deviations among co-monitored
channels. Additional examples of smart operations requiring a combination of local and centralized intelligence
include effective power equalization techniques running in ROADM s or optimized amplifier gain/tilt control run-
ning at the amplifier level. Indeed, smart control and management operations performed by propriety optical line
system (OLS) are typically enabled by advanced control features rather than by different commands to underlying
coherent pluggables (nowadays all compliant to C-CMIS) or WSSes and amplifiers.

4. Conclusions

This paper introduced OpenSDK as innovative approach to enable disaggregation in optical networks, pro-
viding standard, micro-service-based control of underlying optical hardware without requiring standard NET-
CONF/YANG communication with the SDN Controller. The proposed OpenSDK solution was implemented and
validated on transponders and [IPoOWDM white boxes, showing the effective capability to enforce intelligent data
aggregation and correlation at the white box level.
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