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Abstract: We demonstrate the first 92.3-Gbits/s line-rate, end-to-end post-quantum cryp-
tography optical fiber link based on HW accelerators and processing offloading. © 2023
The Author(s)

1. Introduction

Post-quantum cryptography (PQC) refers to cryptographic algorithms that are designed to be secure against crypt-
analytic attacks by both quantum and classical computers. After years of fundamental research, in August 2023
the National Institute of Standards and Technology (NIST) standardizing body of PQC algorithms released four
standard drafts [1]. PQC is inherently a part of the networking stack; as a computationally intensive process, its in-
tegration into communication systems is therefore challenging. Recent demonstrations using Field-Programmable
Gate Arrays (FPGA) or Graphic Processing Units (GPU) have been demonstrated for some of the different can-
didates for standarization [2—4], as well as initial attempts on Application-Specific Integrated Circuits (ASIC)
solutions for other PQ schemes like SPHINCS+ [5] or SABER [6], which are reported at synthesis level. Prior
research primarily targets low/mid-bitrate contexts (e.g., Internet-of-Things, Trusted Platform Module for auto-
motive, Space communications) and often lacks cost and energy efficiency.

High-speed communications operating in intra-/inter-Edge/Cloud/ High Performance Computing (HPC) clus-
ters need to be able to establish PQC links at low latency and maintaining state-of-the-art line-rates, while freeing
up server resources and offloading networking operations to the network components. We present the first experi-
mental demonstration of end-to-end PQC communications implementing Dilithium and Kyber on Data Processing
Units (DPUs) [7] operating at line-rate over optical networks. Our complete stack implements Dilithium [4] for
post-quantum digital signature authentication, Kyber [8] to execute the exchange of post-quantum keys. Both the
PQ-based digital signature and key exchange are done in parallel to their classical counterparts, namely Elliptic
Curve (EC) Digital Signature [9] Algorithm and EC Diffie-Hellman [10]. The hybrid approach follows NIST rec-
ommendations, since such hybrid schemes are safe as long as one of its components is secure [11]. This hybrid
approach is coherent with NIST recommendations since such schemes are secure as long as one of its components
is secure [11]. Finally, these PQC keys are used to encrypt and decrypt data through 256 bit Advanced Encryption
Standard (AES)/Rijndael [12] cipher. This hybrid approach paves the way for efficient and secure communication
in the era of evolving cryptographic requirements, ensuring compatibility between classical and post-quantum
cryptographic systems.

2. PQC tunneling and Experimental Setup

Figure 1a shows the methodology to establish a PQC communication channel between two DPUs in a point-
to-point link configuration. Our software stack includes an Internet Protocol Security (IPsec) tunnel for secure
communication over a public network. We use the ovs-ipsec tool to create the tunnel, offloading packet traffic to the
Linux kernel’s traffic classification (TC) on a virtual bridge connecting two DPUs in an optical network. Within the
tunnel, classical AES keys are exchanged to encrypt data traffic, followed by NIST-approved algorithms, Dilithium
for user identity verification and Kyber for key exchange. After this sequence and the establishment of the PQC
link, data is encrypted using an XORed AES-256 key (Classical+Post Quantum) with corresponding PQC headers.
As shown in Figure 1b and Figure 1c, our optical networking experiment is aimed at replicating inter-data center
communications comprising two autonomous servers, each equipped with its own central processing unit (CPU),
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and two DPUs capable of 100G connections, integrating ARMv8 A72 cores for hardware offloading. The linkage
between the servers and DPUs is facilitated by Peripheral Component Interconnect Express (PCle) bridges. The
DPUs are connected to EdgeCore Sonic white boxes equipped with 400 Zero Return + (ZR+) coherent pluggable
modules. The optical link between the white boxes, 240 km long with three spans of 80 km, is operated with 16
Quadrature Amplitude Modulation (QAM) format at 400 Gbps. The setup involves the creation of a PQC-based
IPSec tunnel between DPU A and DPU B.

3. Experimental results and discussion

Figure 2 shows the experimental results for the communication throughput. To prove the benefits of our implemen-
tation we consider the following cases: 1) No tunnel. No encryption is on. 2) PQ Tunnel with computational
offloading to the DPU and with HW accelerations. In this scenario we use HW accelerations for encrypting
and decrypting the packets going through the tunnel. 3) PQ Tunnel with computational offloading to the DPU
without HW accelerations. This is the case of a standard Smart Network Interface Card (SmartNIC) without
dedicated hardware to handle the cryptographic operations. 4) PQ Tunnel on the server. This scenario shows the
normal configuration in nowadays servers in which a tunnel between 2 NICs is configured on the server.

Figure 2 (left) shows that the highest throughput is achieved when transmitting unencrypted data (98.2 Gbps -
blue bar), which is set as baseline. We can observe that when using the DPU with HW offloads (Scenario 2 - green
bar) to establish the PQ-IPsec tunnel (including authentication, key exchange and encryption), the throughput
remains close to the baseline, confirming almost no penalty at 92.3 Gbps. However, when using the DPU without
HW offloads (Scenario 3 - red bar), the throughput drops drastically to 13.3 Gbps, making it infeasible for high
speed optical networks. Furthermore, when the IPsec PQC tunnel is set up on the server, it achieves rates of less
than 5 Gbps, indicating that current server architectures without dedicated hardware for encryption are unable to
simultaneously handle the high bandwidth demands and the computational complexity of PQC.

Figure 2 (right) shows the CPU usage on the server side when using 8 cores for sending and receiving encrypted
data; since CPU usage is related to energy consumption and resource allocation of the servers, the figure provides
a glimpse on system saturation. Results show that the isolation of the CPU load for computing the cryptographic
operations of the tunnel is over 80% for processing both small packets of 128 or 256 bytes and big packets of
more than 8000 bytes, when one client was sending data uninterruptedly. The CPU load is reduced to 20% when
performing the same experiment but offloading the cryptographic operations to the DPUs (60% CPU freeing).
This highlights that encrypting data on servers comes at high cost in terms of both computational load and energy
consumption. As a result, servers are not really suitable for applications that anticipate a high volume of incoming
connection requests, whereas DPU offloading maintains throughput and frees up CPU resources.

Fig. 1: (a): Protocol for end-to-end PQC-establishment. (b): PQC Testbed topology for Secure PQC IPSec tunnel-
ing on Software Defined Networks (SDN). (c): Photography of our laboratory set-up.
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Fig. 2: Left) Throughput comparison for unencrypted data and PQC tunnels with/without HW offloads at DPU
and full server PQC processing. Right) CPU usage as a function of packet size for the case of PQ-IPsec tunnel
deployed on a server (Red) and a PQ-IPsec tunnel deployed on a DPU (Blue).

4. Conclusions

This work presented a breakthrough in line-rate, end-to-end, post-quantum encrypted optical fiber inter datacenter
communication. The first reported link establishing between two independent servers which use data processing
units to carry out the PQC operations and transmits data at high bandwidth is presented. DPUs are responsible
of establishing a hybrid IPsec tunnel which initially employs classical ECDSA certificates with classical Key
Exchange (Diffie-Hellman) and then PQ authentication with Dilithium and Key Exchange with Kyber. Once the
control plane is secured, both servers can transmit encrypted data using AES-256. We have shown that when
offloading the cryptographic tasks from the server to the DPUs, the throughput is increased tenfold and the com-
putational load is reduced by 60%. Our experimental implementation shows for the first time that it is possible to
integrate PQC in realistic optical fiber transmission scenarios, at line-rate, which is essential for quantum secure
communication infrastructures operating at high-speed.
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