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Abstract: We present a migration plan optimization solution to accelerate the removal of legacy 

devices and minimize travel costs in network modernization utilizing Fujitsu Digital Annealer. Our 

method found more cost-efficient plans by up to 70%. © 2023 The Author(s) 

1.  Introduction 

In recent years, an increasing number of telecom operators are experiencing difficulties in managing their decades-

old SONET/SDH-based optical transport networks. For many, these legacy infrastructures have reached or long past 

their intended lifespan, resulting in higher risk of hardware failure and service outage. Meanwhile, the end-of-life 

equipment has become increasingly costly to maintain, due to multiple factors including lack of vendor support and 

diminishing pool of qualified personnel. To tackle these challenges, many operators have initiated network 

modernization (NetMod), with the aim of replacing their aging networks with modern platforms such as packet-optical 

employing OTN and circuit emulation. 

Modernizing a legacy network that carries live circuits, however, is a time-consuming and labor-intensive 

endeavor. It involves engineers visiting each circuit terminating site, setting up a new device, migrating all circuits 

from the legacy device to the new device, and removing the legacy device. Depending on the circuit count, size and 

complexity of the network, this process may take months or even years to complete [1]. 

Consequently, a well-designed circuit migration plan, which determines an optimized network-wide circuit 

migration/site visit sequence, plays a crucial role in the speedy and cost-efficient NetMod execution. Because a legacy 

device removal yields most prominent immediate benefits in terms of reduced OPEX/operational risk and increased 

revenue opportunity (e.g., vacated site space for new services), it is desirable to remove legacy devices from sites in 

a most speedy way. A legacy device, such as a SONET/SDH multiplexer or a Digital Cross-connect system (DCS), 

becomes ‘zero-fill’ after all its carried circuits have been migrated away. Such a zero-fill device can be safely 

disconnected from the network with no service impact. Thus, to accelerate the removal of legacy devices, it is essential 

to design an optimized circuit migration sequence that achieves as many zero-fill devices as early as possible. 

Meanwhile, since remote configuration is either not supported by these devices or has been disabled due to security 

concern, the engineers need to travel to every circuit terminating site. More specifically, a pair of engineers would 

visit the two terminating sites of a circuit to perform manual migration, and then travel to another pair of sites for next 

circuit migration. For a large-scale network (e.g., statewide, regional, or national) with many sites and longer spans, 

the labor cost/operational delay associated with traveling from site to site can add up quickly. Thus, optimizing the 

sequence of site visits throughout circuit migration, with the aim of minimizing the total travel distance, helps reduce 

the overall travel cost and labor expenses. 

This is a combinatorial optimization problem, which can be addressed as a Binary Quadratic Problem (BQP). BQPs 

are NP-hard in general. Furthermore, a typical NetMod project may require migrating several hundred circuits, which 

leads to a large scale BQP with more than 10,000 decision variables. Although existing Mixed Integer Programming 

(MIP) solvers work with BQPs, their performance tends to degrade with the increase of problem size. On the other 

hand, there are emerging technologies for solving large scale BQPs, including quantum annealer, CMOS annealers, 

etc. In a related work addressing a similar problem [2], the authors leverage Fujitsu Digital Annealer (DA), which is 

a recent quantum-inspired computer architecture capable of solving large scale BQPs [3], and demonstrate that it can 

find efficient circuit migration plans. However, it does not consider the travel cost for site visits. 

In this paper, we present a new BQP formulation for DA capable of both accelerating the removal of legacy devices 

and minimizing the travel distance of site visits, and demonstrate that the new method finds more optimal migration 

plans by up to 31% in legacy device removal speed and 70% in travel cost compared to a commercially available MIP 

solver. 

2.  Problem Statement 

As a metric for how early all devices in a legacy network become zero-fill overall, we employ Time to Zero-fill (TTZ), 

which is the summation of devices in-service time across all circuit migration steps. For simplicity, we assume that 
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one circuit is migrated per migration step, and one non-zero-fill device accrues one unit of in-service time in one 

migration step. The other metric is the Total Travel Distance (TTD) required for engineers to migrate all circuits, 

which indicates the travel cost for all site visits. For simplicity, we assume only two engineers in this study. Thus, to 

migrate each circuit, the two engineers visit the two terminating sites of the circuit and work jointly, then travel to the 

terminating sites of the next circuit. Fig. 1 shows an example of TTZ and TTD calculation in a network with 5 devices 

and 3 circuits (A-C). With migration sequence of B-A-C, TTZ adds up as 5 (step 1/circuit B) + 5 (step 2/circuit A) = 

10, and TTD is summed up to 300 km. On the other hand, with sequence of C-B-A, TTZ is only 5, and TTD becomes 

400 km. Our goal is to find a circuit migration sequence that minimizes both TTZ and TTD with adjustable trade-off. 

3.  Proposed Approach 

First, we developed High Order Binary Optimization (HOBO) formulations for the TTZ minimization. 

min
𝑥𝑐,𝑡

− ∑ ∑ ∏ 𝑥𝑐,𝑡

𝑐∈𝑃𝑑

𝑁𝐷

𝑑=1

𝑁𝐶

𝑡=1

(1a) 

s. t.  𝑥𝑐,𝑡 ≤ 𝑥𝑐,𝑡+1, ∀𝑐 = 1, … , 𝑁𝐶 , ∀𝑡 = 1, … , 𝑁𝐶 − 1 (1b) 

∑ 𝑥𝑐,𝑡+1

𝑁𝐶

𝑐=1

− ∑ 𝑥𝑐,𝑡

𝑁𝑐

𝑐=1

= 1, ∀𝑡 = 1, … , 𝑁𝐶 − 1 (1c) 

𝑁𝐶  and 𝑁𝐷 are constants denote the total number of circuits to be migrated and the total number of devices to be zero-

fill respectively. Each circuit has an index 𝑐 ∈  {1, … , 𝑁𝐶}. Each device has an index 𝑑 ∈ {1, … , 𝑁𝐷}. 𝑃𝑑 is a set of 

circuits carried on device 𝑑. If device 1 carries circuits 2 and 5 then 𝑃1 = {2, 5}. 𝑥𝑐,𝑡 is a binary decision variable that 

denotes the status of circuit 𝑐 at migration step 𝑡, which takes 0 if it is in service and 1 if it has been migrated. The 

status of device 𝑑 at migration step 𝑡 is calculate by ∏ 𝑥𝑐,𝑡𝑐∈𝑃𝑑
, which takes 0 if it is in service and 1 if it is zero-fill. 

TTZ is calculated by 𝑁𝐶  × 𝑁𝐷 − ∑ ∑ ∏ 𝑥𝑐,𝑡𝑐∈𝑃𝑑

𝑁𝐷
𝑑=1

𝑁𝐶
𝑡=1 . Since we can ignore the constant part 𝑁𝐶  × 𝑁𝐷  while 

minimizing TTZ, we have Eq. (1a) as an objective function. Eq. (1b) are constraints that a circuit will never be 

recovered once it has been migrated. Eq. (1c) are constraints that only one circuit can be migrated at a time. 

DA and general MIP solvers process linear or quadratic functions. Therefore, we transformed the HOBO 

formulation to a BQP formulation with the following techniques. In [4], the authors show that the high order objective 

function 𝑚𝑖𝑛
𝑥𝑖

− ∏ 𝑥𝑖
𝑁
𝑖=1  is equivalent to the quadratic objective function min

𝑥𝑖

𝑣(∑ 1𝑁
𝑖=1 − ∑ 𝑥𝑖

𝑁
𝑖=1 − 1). 𝑣 is a binary auxiliary 

variable to ensure that both functions take the same value for all possible combinations of 𝑥𝑖. By introducing this 

transformation, we have the following BQP objective function. 

min
𝑥𝑐,𝑡
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 (2𝑎) 

In preparation for combining the objective function for TTD minimization, we introduced a binary decision 

variable 𝑧𝑐,𝑡 that denotes the timing of migrating circuit 𝑐, which takes 1 only if the circuit 𝑐 is migrated at migration 

step 𝑡. We transformed the objective function Eq. (2a) with 𝑥𝑐,𝑡 = ∑ 𝑧𝑐,𝑟
𝑡
𝑟=1  to have the following objective function. 

min
𝑧𝑐,𝑟
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(3a) 

The formulation for TTD minimization is basically a BQP formulation for traveling salesman problem (TSP) [5], 

where engineers travel from one circuit to another. However, unlike conventional TSP, this problem requires two 

engineers travel simultaneously. Thus, we modified some parts of TSP to fit to this problem. We defined the distance 

 
Fig. 1. An example of TTZ and TTD calculation in a network with 5 devices and 3 circuits (A-C). 
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between circuits as the summation of distance that two engineers travel from the end points of the first circuit to the 

ones of the second. There are two cases in how two engineers travel from one circuit to another, and the distance may 

differ. Accordingly, we pre-calculated the distance between circuits 𝑖 and 𝑗 for both cases and defined the shorter one 

as the distance between circuits 𝑑𝑖,𝑗. We have the following objective function including TTZ and TTD. 

min
𝑧𝑐,𝑟
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s. t.     ∑ 𝑧𝑐,𝑡

𝑁𝐶
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= 1, ∀𝑐 = 1, … , 𝑁𝐶 , ∑ 𝑧𝑐,𝑡
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We assume that engineers depart their office to the first circuit and return to the office from the last one. 𝑑0,𝑖 

denotes the distance between the office and circuit 𝑖. 𝑤1 and 𝑤2 are the weight values to control the trade-off between 

TTZ and TTD. By using 𝑧𝑐,𝑡 we can replace the constraints Eq. (1b) and (1c) with constraints Eq. (4b). 

4.  Evaluation 

We solved the BQP with 3rd generation DA in an environment exclusive for research purpose [3], and with Gurobi 

V9.1.1 using 32 cores on Intel (R) Xeon (R) Platinum 8176 CPU@2.10GHz. Gurobi is one of the state-of-the-art 

commercially available MIP solvers. The solutions were evaluated in terms of TTZ and TTD. We used three topologies 

(France, India, Pioro) from SNDlib datasets as legacy networks [6], which have 25, 35, and 40 nodes respectively. 

We assumed that each node corresponds to a site hosting a legacy device, and used the shortest paths consist of nodes 

between pairs of source and destination nodes in the datasets as circuits targeted for migration. We selected 100 and 

290 circuits randomly from the datasets. 

Fig. 2 and Fig. 3 show TTZ and TTD for France with 100 and 290 circuits minimized by DA with 0.5 hours of 

computation time and Gurobi with 6 hours. The results were obtained for 9 cases of weight values (99:1, 97:3, 95:5, 

93:7, 91:9, 7:3, 5:5, 3:7, 1:9) representing varying trade-offs between TTZ and TTD. Each case is an average of three 

trials for DA since DA solves a problem stochastically. DA achieves 7% to 31% lower TTZ and over 50% lower TTD 

than Gurobi for 100 circuits and 4% to 28% lower TTZ and over 70% lower TTD for 290 circuits with 1/12 of 

computation time. Gurobi yields single solution regardless of weight values for 290 circuits. In contrast, DA is able 

to continue reflecting weight values to its solutions in terms of trade-offs between TTZ and TTD. India and Pioro 

results exhibit similar trend and are not shown due to space limit. 

5.  Conclusions 

In this paper, we developed a new BQP formulation to utilize Fujitsu Digital Annealer for generating optimized 

NetMod solutions. Compared to a commercial MIP solver, the Digital Annealer approach achieves up to 31% in speed 

and up to 70% in cost improvement. These results suggest the new approach effectively contributes to a speedy and 

cost-efficient execution of worldwide optical network modernization. 
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Fig 2. TTZ and TTD for France 100 circuits. 
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Fig. 3. TTZ and TTD for France 290 circuits. 
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