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Abstract: We study the the non-cooperative provisioning of servigecfion chains in a multi-

domain edge-cloud elastic optical network (EC-EON), lagergame theory to design an algorithm

for it, and analyze its performance difference from the @apive scheme with simulations.
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1. Introduction
With the ever growing of network services and data [1], tiad&al centralized deployment of cloud computing can no
longer meet the more stringent quality-of-service (QoShaeds on bandwidth, latency, and security. This promotes
the idea of edge computing, which extends the computingaigpaf cloud from core to edge network domains.
Hence, the edge-cloud (EC) network model has attractedsivie interests to integrate edge/cloud computing and op-
tical networks seamlessly [2]. Meanwhile, EC optical netwalso accelerate the deployment of network function vir-
tualization (NFV), which realizes network services withtual network functions (VNFs) running on general-purpose
servers. Specifically, in EC optical networks, a network/igercan be set up timely and flexibly by 1) deploying the
required VNFs in cloud datacenters (DCs) or edge-compuyiiatfiorms, and 2) establishing lightpaths to steer traffic
through the VNFs in sequence. This essentially forms a VMF@Echain (VNF-SC) to support the network service.

Recently, there have been several studies on the serviesiorung of VNF-SCs in EC optical networks, including
both algorithm designs [3] and experimental demonstratjdh However, they all assumed that the optical networks
for cloud DCs and edge-computing platforms are manageckinghtralized and cooperative manner. Note that, an EC
optical network naturally consists of multiple domainse8&ifically, as shown in Fig. 1(a), there is one cloud domain
interconnecting several edge domains, and each edge dasnagsumed to use the optical metro/access network
architecture designed in [4]. Hence, for various practizaisiderationseg., different operators, domain autonomy
and data security), the domains might not always be managadjmbal and centralized network orchestrator. Then,
it is relevant to study the service provisioning of VNF-S@simulti-domain environment where the domain managers
(DMs) do not cooperate with each other. This, to the best pknawledge, has not be considered in the literature yet.
In this work, we consider the assembling of VNF-SCs in a raitnain EC optical network, where the DMs

of cloud and edge domains can be non-cooperative and adgipothin service provisioning strategies. We assume
that the optical infrastructure of each domain is based osibfle-grid elastic optical network (EON) [5], and non-
overlapping types of VNFs can be instantiated in cloud DGkedge-computing platforms, respectively, to match to
their privileges. For instance, the VNFs that require pdwleomputing capabilities{g., those for data analytics) will
be deployed in DCs, while those that should incur ultra-latehcy é.9., those for video transcoding) will run on edge-
computing platforms to move them close to end-users or dat@ss. Then, we model the provisioning of inter-domain
VNF-SCs in such a multi-domain EC-EON as@n-cooperative bimatrix game between the DMs of cloud and edge
domains. We leverage game theory to analyzeNhsh equilibrium of the game, and in turn design an algorithm to
tackle the non-cooperative provisioning. Through extemsimulations, we compare the performance of cooperative
and non-cooperative provisioning schemes in differen¢etsp and analyze their pros and cons quantitatively.

2. Problem Description and Network M odel

Fig. 1(b) provides an example to explain the difference kemcooperative and non-cooperative provisioning ofinter
domain VNF-SCs in a multi-domain EC-EON. Here, we assumilieaV/NF-SC isNode 4—VNF-1—VNF-2—Node

17, and there are instances\fIF-1 running onNodes 7 and 8 in the edge domain, and those/di--2 running on
Nodes 13 and 16 in the cloud domain. Hence, for the cooperative eratime provisioning scheme marked with red
dash-line can be obtained, as it uses the shortest path wdtabeormalized latency is. 18. However, we can also find
that it actually sacrifices certain interest of the edge dopisecause it uses three fiber links there and lets the VNF-
SC go through the busi&NF-1 on Node 8. This causes more-than-necessary spectrum usage arldnodzhVNF
utilization in the edge domain, which will degrade its seevprovisioning performance (especially for intra-domain
VNF-SCs) in the future. On the other hand, the scheme markédblue dash-line is the result of non-cooperative
provisioning, which protects the interests of the edge dmdadcdomains more fairly. Specifically, in the edge domain,
the VNF-SC only uses two fiber links.¢., less spectrum usage) and selectsMNE-1 onNode 7 for load-balancing.
Nevertheless, the non-cooperative provisioning schesdtesin a longer total latency.¢., 1.85).
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Fig. 1. Service provisioning of inter-domain VNF-SCs in tirdlomain edge-cloud elastic optical network (EC-EON),
(a) Network topology, (b) Provisioning schemes, and (c)ripie on cost matrice§1 andC, and Nash equilibrium.

We model the topology of the multi-domain EC-EON @s= {Gn(Vh,En, V). n € [1,N]}, which consists oN
domains. Here, we assume that the first domais () is the cloud domain and the remainifig — 1) ones are the
edge domains. As for theth domainy, andE, denote the sets of nodes and fiber links, respectivelyandV, is the
set of nodes that have the computing resources to suppors\{i¢F DCs in the cloud domain, and nodes with edge-
computing platforms in the edge domains). An inter-domaVSC request frorato d is modeled a&{s,d, F, b, At},
whereF denotes the required VNF-SC, amdndAt are its bandwidth demand and life-time, respectively. Sigadly,
the VNF-SC can be representedas: [f1, f2,- - -, fk], wheref; (i € [1,K]) is thei-th VNF that traffic should be steered
through. In this work, we assume that the provisioning ohaater-domain VNF-SC only involves two domains(,
the cloud domain and an edge domain), which is the most conzammin EC optical networks [2,4]. HenceAnthe
first Ky VNFs can be supported in one domain, while the remaining Vtfesld be deployed in the other domain.

For the non-cooperative provisioning scheme, the DMs o€tbed and edge domains are two rational players, each
of which independently determines the provisioning schefrtbe VNF-SC segment in its own domain as follows.
We denote the DMs aBMs 1 and 2 and assume that they need to serve the VNF-SC segpmdiis -, f,| and
[fk,+1,-- -, fk,d], respectively. As for the domain &M i, there arem border nodes connecting to the other domain.
First of all, for each of its border nodd3M i tries to get a feasible provisioning scheme for the VNF-S§irsent in
its domain, using the combination of the longest commonegisnce based algorithm (LCS) [6] and fragmentation-
aware routing and spectrum assignment (RSA) [7]. For ingtafor a border node in the domain ofDM 1, the
VNF-SC segment that needs to be served,if,- - - , fk,,V]. Next, if a feasible provisioning scheme can be obtained
for the j-th border nodeDM i records it as a strategy; and calculates its cost j with the following expression:

&.j=a-B-hop(s,j)+B-delay(s j)+y-cut(s,j) + & Ors(s,j) +{ - OUNF(S,j), @

whereB denotes the number of frequency slots (FS’) to support baitbwlemand, hop(s ) returns the hop-count

of fiber links inDM i when strategys ; is useddelay(s,j) tells the delay irDM i with s j, cut(s ) is the number

of spectrum cuts [7] caused Isyj, ors(s,j) is the standard deviation change of spectrum usagB$/n caused by

s.j, ovnF(S,)) is the average standard deviation change of VNF usagescthyse;, anda, B, y, € and{ are the
coefficients for normalization. In other words, the cost @ B) considers five terms to measure a strategy’s impact on
DM i. Otherwise, if a feasible provisioning scheme cannot beljgti records the cost of strategy; asd; j = +.

Hence, for each round of the game, the strategy sets of thedD&® = {sy1,-- ,S1m, } aNdS = {1, , S m, }-
Then, if DMs 1 and 2 chooses strategisse S, ands, € S, respectively, the strategies form an outcome of the
game {.e, a strategy profile)s = (5,%) € S x S. Note that, the DMs make their decisions simultaneously and
independently, based on two cost matrides,(C,; andC,). The dimensions o€, andC, are bothm; x np, and an
element of the matrice€;[j,k|, denotes the price of the strategy profie , s, ) to DM i. Here, if thej-th andk-th
border nodes of the two domains are connected by an inteaithdmk and there are enough spectrum resources on it
to support the bandwidth demabghe strategy profilés, j, s, k) is a feasible overall provisioning scheme for VNF-SC
requesR. Then, we hav€,[j,k| = & j andC;[j, k| = &, i.e., denoting the corresponding strategy costs of the DMs.
Otherwise, if(sy,j, 5 k) does not represent a feasible overall provisioning scheméiaveC,[j,k| = Cs][j, k] = +oo.

As each DM has a finite number of strategies, the aforemesgdipnocedure is essentially a two-player and one-
round non-cooperative bimatrix game, whose Nash equilibréan be obtained with the Lemke-Howson algorithm
[8]. Specifically, the Nash equilibrium points to the stgpteorofile that contains the provisioning schemes selected
independently by the DMs, and thus the overall scheme t@egbevinter-domain VNF-SC requeRtan be obtained.
Fig. 1(c) gives an example of the cost matri€asandC, for the requesRin Fig. 1(b), where the underlined elements
denote the Nash equilibrium. Finally, if the overall praeising scheme derived with the Nash equilibrium is feasible
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Fig. 2. (a) Blocking probability, (b) Average spectrum usa@) Latency in edge domain, and (d) Total latency.

Ris provisioned accordingly, and it is rejected, otherwise.
In the non-cooperative provisioning scheme, the DMs shaneaih information with each other. Hence, we simply
apply the combination of LCS and fragmentation-aware RSghermerged topology of the two domains to selRve

3. Simulation Results

We simulate an EC-EON with the two-domain topology in Figo)1(vhere each link can accommodate 358 FS'. In
each domain, half of the nodes are assumed to have compaitiiigés (.e., edge-computing platforms or cloud DCs).
Each domain can support 4 types of VNFs, and the VNF typesérivtio domains do not overlap with each other.
The capacities of the VNFs in cloud DCs and edge-computiatigrins are randomly distributed withjB00, 1000
units and[600 800 units, respectively. Each VNF-SC requéqts, d, F,b,At} is dynamically generated according to
the Poisson traffic model, whessandd are randomly selected from the two domains, respectiviedytypes of the
VNFs inF are also randomly chosen and we hivp< 5, the required capacity of each VNF is uniformly distrilaite
within [12.5, 75 units, and the bandwidth demahds randomly selected withifi, 6] FS’.

As expected, Fig. 2(a) indicates that the cooperative pioning scheme provides lower blocking probability. The
benefit of the non-cooperative scheme can be seen in Figyviimh shows that it balances the spectrum usages in the
two domains better, but the cooperative scheme makes thage/epectrum usage in the edge domain significantly
higher. Hence, the non-cooperative scheme protects theesis of both domains more fairly. Note that, even for the
non-cooperative scheme, the average spectrum usage iddbedemain is higher. This is because in the EC-EON,
the cloud domain has more fiber links and thus more spectrgourees than the edge domain. For each VNF-SC,
Figs. 2(c) and 2(d) compare the average normalized latentlyei edge domain and the average total normalized
latency, respectively. In Fig. 2(c), we observe that the-cooperative scheme can reduce the average latency in the
edge domain, which is another evidence that the game betilveéwo DMs protects the interest of the edge domain.
Meanwhile, Fig. 2(d) shows that the non-cooperative scheaes the average total latency per VNF-SC longer and
increase faster with the traffic load. This is because theagecfiber length in the cloud domain is longer than that in
the edge domain, and thus if the game between the two DMs paskidlF-SC to use a path other than the shortest
one, the additional latency incurred in the cloud domain loamelatively long. Moreover, this effect becomes more
devastating when the traffic increase makes the alternpéitles of each VNF-SC longer. In all, Fig. 2 suggests that
compared with the cooperative scheme, the non-coopemiwean ensure the autonomy of each domain and protect
their interests more fairly, especially for the edge domaiose spectrum and IT resources are less abundantt{e
less dominated party), while the price is the degradationsacking probability and average total latency.

4. Summary
We studied the cooperative and non-cooperative provisgpaf VNF-SCs in a multi-domain EC-EON, designed an
algorithm to tackle the non-cooperative scheme, and coaaithe two schemes quantitatively with simulations.
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