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Abstract: As Moore’s law and Dennard scaling come to an end, new devices and com-
puting architectures are being explored. The development of computing hardware designed
to address the rapidly growing need for computational power to accelerate artificial in-
telligence applications has prompted investigations into both. While silicon photonics is
typically viewed as a communications platform, we discuss its application to artificial in-
telligence and some outstanding challenges to be addressed. © 2020 The Author(s)

1. Introduction

Over the past few years, deep neural networks have been widely deployed to address a variety of practical problems
ranging from object recognition to natural language processing [1]. Much of this progress has been underpinned
by rapid advancement in computational throughput driven by Moore’s Law and Dennard scaling—both of which
are significantly slowing as they reach fundamental bounds [2]. At the same time that progress in the underlying
hardware that powers these computations is slowing, the need for increased computational power is growing: the
amount of compute required to train state-of-the-art deep neural networks has been doubling every 3-4 months [3].
To answer this challenge, special purpose hardware accelerators targeted at artificial intelligence are being devel-
oped, including digital systolic arrays [4]. While new hardware architectures can provide a boost in compute
performance, continued performance advancements for a given hardware architecture are bound by the underlying
device physics.

The development of alternative computing technologies, which are not bound by Dennard scaling and Moore’s
law, are therefore required for continued advancement of artificial intelligence applications. Towards this end, new
categories of compute systems including in-memory processing circuits [5], memristor arrays [6], and photonic
matrix processors [7] are being explored. Compared to electronic processors (both digital and analog), photonic
matrix processors have unique properties including the potential for significantly lower compute latency, the ab-
sence of dissipative parasitic resistance and capacitance, and high clock frequency operation [7, 8].

For photonic matrix processors, there is currently a large gap between academic work and the requirements
of full-scale industrial applications. Some of the most pressing issues include: integration of high-speed high-
accuracy data converters for control and read out, interfacing to standard high speed electronics communications
protocols, scaling the number of photonic compute units to be commensurate with that of digital architectures for
deep learning, chip packaging, and the development of new algorithms and software for running neural networks
on this novel compute platform. Here, we discuss these challenges and our initial work towards overcoming them
as we develop high speed, high efficiency photonic artificial intelligence accelerators.

2. Photonic AI acceleration

A number of integrated, photonics-based matrix processing architectures have been proposed [7,9]. Here, we focus
on programmable nanophotonic processors (PNPs) [7]. A PNP is composed of an array of Mach-Zehnder inter-
ferometers (MZIs)—each of which contains programmable phase shifters. By setting the analog voltage or current
on each MZI phase shifter, the 2-dimensional unitary transformation (valid in the absence of loss) applied by the
MZI can be controlled. The MZIs are arranged into a reprogrammable network to form an arbitrary linear trans-
formation on an input vector, which is encoded in the intensity and the phase of the optical signals incident on the
input of the PNP [10—12]; N> MZISs are required to implement an arbitrary N-dimensional linear transformation.
State-of-the-art digital compute systems for deep learning often use 2-dimensional arrays of multiply accu-
mulate units (MACs) to implement N-dimensional linear transformations. For digital compute systems, N is not
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Fig. 1. (A) Photograph of an advanced 12 nm digital-analog electronic control processor. (B) Block
diagram of the electronic control processor in operation with the photonic accelerator including
digital compute units, pipeline control, phase locked loops (PLLs), JTAG debug interfaces, a host
interface, a large static random access memory cache for neural network weights and activations, and
arrays of digital-to-analog and analog-to-digital converters. (C) Micrograph of a 4096 compute ele-
ment photonic accelerator. (D) Block diagram of the photonic accelerator including vector encoding
modulators, a 4096 element PNP, and detectors.

principally bound by the number of MACs that can fit on a chip, but by the power budget for the chip-N = 256
systems have been shown [4]. For photonic system to reach this scale, significant advances in phase shifter loss and
compactness are necessary (ideally while maintaining large analog bandwidths). Potential technology candidates
include barium titanate [13] and nonlinear polymers [14].

In the context of computing, PNPs implement general matrix multiply (GEMM) operations, (i.e. A X B=C), that
are ubiquitous in deep learning algorithms by (1) applying phase settings to the MZI phase shifters that correspond
to the entries of A, (2) exciting the input modes of the PNP with light of intensities and phases corresponding to the
entries of a column vector from the matrix B, and (3) detecting the output light that corresponds to a column vector
of the output matrix C. The steps are repeated until all vectors of the matrix B have been propagated through the
PNP. Since the computation occurs entirely in the optical domain, the system can be operated at clock frequencies
exceeding those typically used in large-scale electronic computing engines for machine learning [4, 15]. Machine
learning algorithms are known to be robust to statistical errors and are therefore an ideal target application for
analog computing technologies [16—18].

In this conference, we will discuss our work towards the development of integrated photonic processors for
artificial intelligence. Fig. 1 (A) shows a photograph of a system on chip (SoC) fabricated in a 12 nanometer
feature-size complimentary metal-oxide semiconductor process. As shown in Fig. 1 (B), the SoC provides control
signals to each of the 64 photonic compute elements. In addition the SoC contains standard electronic communi-
cations interfaces to external systems through the host interface and debugging JTAG port as well as a large static
random access memory cache. Data converter performance generally improves with decreasing process node [19],
and so there is a general advantage to using so-called advanced-node’ CMOS processes for implementing these
circuits. Fig. 1 (C) shows a photograph of a 4096 photonic compute element PNP which is controlled by the SoC
shown in Fig. 1 (A). Fig. 1 (D) shows a block-level representation of the photonic chip which consists largely of



W3A.3.pdf OFC 2020 © OSA 2020

the compute elements, vector encoder intensity modulators, and photodetectors.

3. Conclusion

We have discussed some of the challenges associated with bridging the gap between academic research into
photonic matrix processors for artificial intelligence and industrial requirements, and we briefly presented our work
towards addressing these issues. Continued scaling in the dimension of these systems will require the development
of compact, low loss, and fast phase shifters as well as tight integration with the control electronics. The realization
of such systems could enable high-performance, high-efficiency analog optical computing with programmable
nanophotonic processors.
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