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Abstract: We investigate operational performance of a novel rack-scale disaggregated network. 
Results show that the disaggregated network achieves 30.6% higher workloads acceptance rate, 
12.9% higher resource utilization, and 33% more power saving compared with the server-centric. 

 
1. Introduction 
The rapidly increasing of big data applications ranging from computing intensive (e.g. Hadoop and Spark) to 
network intensive (e.g. web search and media streaming) have diversified IT resource (CPU, memory, storage and 
network) requirements. To serve these emerging applications, flexible resource provision is demanded in data 
center (DC) networks. However, the fixed IT resource embedded in the server results in low resource utilization, 
high upgrade cost, and power waste in current DC [1]. As a promising solution, disaggregated networks like 
“dRedBox” [2] releases all the IT resource from the server in order to provision fine granularity IT resource. 
Nonetheless, there are several challenges to implement the disaggregated network. Powerful network 
interconnection with low latency, high bandwidth and high scalability should be developed to replace the high 
speed bus in the server.  
    To address the network interconnection, low latency and scalability in the disaggregated DC network, recently 
we proposed a novel rack-scale disaggregated architecture based on fast optical switch (FOS) [3]. The proposed 
rack-scale disaggregated architecture based on FOS outperforms the server-centric DC network, but at higher initial 
capital cost. To fully evaluate the overall costs, the operational performance of disaggregated network should be 
also assessed in terms of workloads acceptance rate, IT resource utilization and power consumption, which 
analyzes whether the initial capital costs of the disaggregated network is sustainable. 
    In this work, we investigate and numerically assess the operational costs of the disaggregated architecture based 
on FOS in terms of workload acceptance rate, resource utilization and power consumption. To compare the 
operational performance of disaggregated and server-centric architecture in a realistic scenario, the resource 
demands of various realistic applications are collected from measurement and employed in the performed 
simulations. Results show that with various request rates, the FOS based rack-scale disaggregated architecture can 
increase up to 30.6% acceptance rate compared with server-centric architecture. Moreover, rack-scale 
disaggregated network can achieve up to 12.9% higher resource utilization and 33% less power consumption.  

2.  Disaggregated network and cost-efficiency analysis 

Fig. 1 shows the architecture of the FOS based rack-scale disaggregated network. All the hardware in the server are 
disaggregated into CPU, memory and storage kinds of resource pools. The FOS is employed for the high bandwidth 
and low latency connection between the CPU and the memory pools. The memory nodes and storage nodes are 
connected by an electrical packet switch (EPS). To compare the power consumption between the FOS based rack-
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Fig. 1. Architecture of FOS based disaggregated network 



W2A.22.pdf OFC 2020 © OSA 2020

scale disaggregated and the server-centric architecture, the power model is analyzed in this section. For the server-
centric DC network, the power of single rack is the sum of the servers’ power and the EPS (as TOR). As the main IT 
resource in DC, the power of server is calculated as [4]: 

server idle cpu memory disk nicP P P P P P= + + + +                                                     (1) 

CPU makes a major impact on server power consumption based on its utilization: 

_ max_ _( )cpu idle cpu cpu idle cpu cpuP P P P u= + − ×                                                     (2) 

where Pidle_cpu, Pmax_cpu and ucpu denote the CPU idle power, the peak power and the utilization. Similar equation for 
the power consumption of the memory that can be described by the memory usage. Instead, the power consumption 
of the storage and the NIC remain almost the same when running the workloads [5]. Correspondingly, the power 
consumption of the FOS based rack-scale disaggregated architecture is calculated as:  

_ _ _disaggregation computing pool memory pool storage pool FOS EPSP P P P P P= + + + +                               (3) 

where Pcomputing_pool, Pmemory_pool and Pstorage_pool denote the hardware power consumption of the resource pool 
effectively utilized by the running workloads. The details of FOS power model can be found in [6]. 

3.  Simulation setup and results 
In the operational performance comparison, we assume the storage and the network resource of disaggregated and 
server-centric architecture are both sufficient to run all the deployed workloads. Therefore, the resource demands for 
each workload request include CPU, memory resources and completion time. To compare the operational 
performance of the FOS based rack-scale disaggregated and server-centric architectures in the realistic scenario, the 
resource demands of various real applications has been experimentally measured. According to the application 
instances in the realistic DC network [7], we select in total 6 applications covering 3 categories: Hadoop, Spark, 
Web Search (WS), Instant Message (IM), Media Streaming (MS) and Cloud Storage. The server for measurement is 
configured with Intel Xeon Gold 48c processor and 128GB memory. The applications of Scientific Computing is 
deployed as one master and two worker, in which resource requirement of worker is measured. The rest four 
applications are set as one server-end and one client-end, while the resource requirements of server-end are recorded. 
The measured resources requirements are shown in Table 1. The statistic number of workload requests per minute is 
based on a Poisson distribution in the simulation, while the average request number per minute is defined as the 
request rate. Duration of 1000 minutes have been considered in the numerical assessment. Table 2 reports the power 
consumption of hardware components analyzed in section 2. The listed power are from parameter of commercial 
products [8, 9] and research results [6, 10-11]. 

 Table 1. Resource requirements for realistic workloads 
 

Resource requirements Scientific Computing Online Serving Cloud 
Storage Hadoop Spark WS IM MS 

CPU(cores) 24 23 20 16 4 10 
Memory(GB) 4.75 7.29 7.66 4.31 2.52 2.33 

Completion time (minutes) 7 5 15 13 17 6 
 
In the simulation, the server-centric architecture consists of 40 servers with of 48 cores CPU and 16 GB memory 

each. For a fair comparison, the simulated FOS based disaggregated rack architecture also consists of 40 48 cores 
computing nodes and 40 16 GB memory nodes. The workload requests are generated base on the requirements in 
Table 1. The ratio of different workload types is set to 17% Scientific Computing, 39% Web Search, 22% Instant 
Message, 10% Streaming Media and 12% Cloud Storage [7].  
The operational performance results of the disaggregated and server centric architectures for a request rate of 20 are 

Table 2. Power of hardware components 
 

Components Power (W) Components Power (W) Components Power(W) 
Xeon 6230 20c CPU 119.6(idle) 446.4(max) HDD Disk 6 EPS 350 

16G RAM 4.6(idle) 6.14(max) 10G NIC 18 FOS 1000 
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reported in Fig. 2. Fig. 2(a) shows that the acceptance rate of FOS based disaggregated network is 78.1% when the 
server-centric architecture is 47.5%. The disaggregated network can accept all the workload requests with the 
probability of 0.268, while the probability of server-centric network is 0.014. When no workloads are deployed, the 
hardware resource could be set in the idle state and consumes little power. Fig. 2(b) shows the number of active 
resources. All the servers are in active state to deploy the workload requests. Instead, the disaggregated network 
requires in average only 34.9 active CPUs at even 30.6% more workload acceptance rate than server centric. Figure 
2(c) and 2(d) summarize the total resource utilization and the power consumption, respectively. The FOS based 
disaggregated rack can achieve 10.9% higher resource utilization and 12.2% less power consumption compared to 
the server-centric rack architecture. 

 
Fig. 2. (a) CDF and PDF of arriving workload acceptance rate (b) resource number in active state (c) resource 

utilization comparison (d) power consumption comparison 
 

Table 3 shows the average operational performance of the FOS based disaggregated rack (FDR) and the server-
centric (SC) for different average workloads request rates (10, 20 and 30). For a request rate of 10, the FDR can 
accept all the arriving workload, and uses 26.1% less hardware resources than the SC. The resource utilization of 
FDR is 12.9% more efficient than SC, and FDR can save 33% power consumption compared to SC. Increasing the 
average request rate to 30, similar to the SC, almost all the hardware resources in FDR are also in active state. 
Compared with the operational performance of FDR at request rate of 20, the workload acceptance rate decreases of 
25.4%, while the resource utilization only improves of 0.5%. 

Table 3. Operational performance with different request rate  
 

Request rate Acceptance rate (%) Active resource Utilization (%) Power (kW) 
SC FDR SC CN MN SC FDR SC FDR 

10 82.1% 100% 39.5 22.7 29.2 70.4% 83.3% 21.74 14.56 
20 47.5% 78.1% 39.9 34.9 39.7 75% 85.9% 22.42 19.69 
30 36.2% 52.7% 40 37.2 39.9 75.1% 86.4% 22.45 20.69 

4.  Conclusion 
We investigate and compare the operational performance of FOS based rack-scale disaggregated architecture 

with the server-centric architecture. To evaluate the disaggregated network in realistic scenario, resource 
requirements of realistic applications are measured and synthesized to generate the workload requests in the 
operational performance simulation. The simulation results demonstrate that FOS based rack-scale disaggregated 
network can accept up to 30.6% more workload requests than server-centric network with the same request rate. In 
addition, rack-scale disaggregated network achieves 12.9% higher resource utilization with 26.1% less active 
hardware resource, and reduces up to 33% power consumption compared with server-centric architecture. 
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