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Abstract: We propose a novel optical circuit switch architecture based on spatial super-channels. 

We construct part of a 1,536×1,536 optical switch and its performance is experimentally confirmed. 

The total throughput of the switch reaches 2.1 Pbps. 

 

1. Introduction 

With the spread of video-streaming services and cloud-computing services, datacenter-related traffic is growing at 

25% a year [1]. Intra-datacenter traffic accounts for over 70% of all datacenter-related traffic [1]. To process such 

large amounts of intra-datacenter traffic cost-effectively, optical switch networks or opto-electronic hybrid switch 

networks are being intensively studied [2–7]. Among various optical-switching technologies, the 3D 

microelectromechanical system (MEMS) is one candidate for inter-rack connection [2]. However, the available 

number of ports is limited to about 300. While the silicon-photonic planar 2D MEMS switch provides a small footprint, 

its available scale is very limited, 64×64 [8]. Another switch candidate is based on semiconductor optical amplifiers 

(SOAs) [9,10]; although this approach can realize compact and lossless switching, power consumption tends to be 

very high because of a large number of SOAs needed. Given this background, we previously proposed a large-scale 

optical circuit switch architecture that combines delivery-and-coupling (DC) planar space switches and wavelength-

routing (WR) switches [4]. This scheme was successfully demonstrated as a 1,536×1,536 strictly non-blocking optical 

circuit switch with a 150 Tbps throughput [11]. In order to expand the total switch throughput, we need to extend the 

scale of the WR switch or that of the DC switch. The scale of WR switch is mostly limited by the available wavelength 

bandwidth of optical amplifiers. Increasing the DC-switch scale increases the signal power loss and hence the scale 

of this configuration is limited by the available transmitter power. In addition, the cost of the DC switch increases 

super-linearly against the throughput [4]. Thus, in the switch that combines DC switches with WR switches, the 

feasible switch throughput is limited. 

In this paper, we propose a novel optical circuit switch based on spatial super-channels, which utilizes space-

division multiplexing (SDM) in addition to the conventional combination of planar space switching and wavelength-

routing switching. To confirm the technical feasibility of the proposed switch architecture, we construct part of a 

1,536×1,536 optical switch; we use the DC-switch scale of 16, the WR-switch scale of 96, and evaluate its 

transmission characteristics with 96-wavelength 1.4 Tbps DP-16QAM signals comprising 7 spatial subchannels. The 

total throughput of the optical circuit switch reaches 2.1 Pbps (=16×96×1.4 Tbps).  

2. Proposed Switch Architecture 

Figure 1 is a schematic of the proposed switch architecture based on spatial super-channels. The switch consists of 

MN wavelength-tunable transmitters supporting N wavelengths and L spatial subchannels, LN M×M DC planar space 

switches comprising M 1×M optical selectors and M M×1 optical couplers, LM N×N WR switches, and MN 

wavelength-fixed receivers supporting L spatial subchannels, where N represents the number of wavelengths and M 

denotes the scale of the DC switch. An N×N WR switch is composed of n (N/n)×1 couplers, n EDFAs, and an n×N 

uniform-loss and cyclic-frequency (ULCF) AWG. Figure 2 depicts an 8×8 WR switch using a 2×8 ULCF AWG as an 

example. Using n×N ULCF AWGs instead of 1×N AWG decreases the degree of couplers for signal aggregation by 

n i.e., WR switch loss is reduced [11].  

The switching operation is as follows: L subchannel signals are generated from a transmitter supporting N 

wavelengths, where the wavelength is assigned according to the target receiver. The L subchannel signals are then 

input to L single-core fibers or an L-core fiber. After transmission, the L subchannel signals are jointly directed by L 

M×M DC switches and sent to L WR switch parts. In each space layer, multiple wavelength signals are aggregated by 

an (N/n)×1 coupler and amplified by an EDFA; the wavelength signals are then demultiplexed by an n×N ULCF 

AWG. Finally, the target signal comprising L subchannels is detected by the target receiver. It should be noted that 

the skews among spatial subchannels can easily be offset by digital buffers in the receiver; no complicated MIMO 
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processing is necessary since we do not consider the use of coupled-core fibers and multi-mode fibers. This switch 

configuration also obviates the use of immature SDM devices, e.g. the multicore EDFA. 

By introducing spatial super-channels to the proposed optical switch, the switch throughput can be increased 

without increasing the DC-switch scale. Table 1 summarizes the number of switch elements necessary for constructing 

the switch in each switch configuration. In the proposed architecture, the hardware cost increases linearly with the 

throughput, i.e., the cost per bit does not increase against the throughput.  

 

*An M×M DC switch includes M(M-1) 1×2 selectors. 

3. Simulations 

We evaluate the attainable maximum switch scale via computer simulations. The modulation format is 100 Gbps DP-

QPSK or 200 Gbps DP-16QAM for each (sub)channel. We assume 96 wavelengths aligned on the 50-GHz grid in the 

full C-band. The number of spatial subchannels and transmitter output power are parameterized. The signals are sent 

to an M×M DC planar space switch over a transmission link with a 3.5 dB loss including the connection loss. The loss 

of the M×M DC switch is set to ceil(log2M)×4 dB including the excess loss, where ceil( ) denotes the ceiling function. 

After multiple signals are aggregated by an 8×1 coupler and amplified by an EDFA, the multiplexed signal passes 

through a 1×2 splitter and a pair of 12×48 ULCF AWGs. Here, we adopt a pair of interleaved ULCF AWGs to reduce 

the impact of frequency deviation [11]. The losses of the 8×1 coupler, the 1×2 splitter, and the 12×48 ULCF AWG 

are set to 10.5 dB, 3.5 dB, and 9 dB, respectively. The noise figure and saturation power of the EDFA are 5 dB and 

20 dBm, respectively. The target bit-error ratio (BER) is set to 10-2. Figures 3(a) and (b) show the maximum overall 

switch scales against transmitter power per subchannel, where a 100 Gbps DP-QPSK signal and 200 Gbps DP-16QAM 

signal are used, respectively, as a (sub)channel. In both cases, the required transmitter power per subchannel against 

the port count is the same regardless of the number of spatial subchannels, L; i.e., the required transmitter power per 

bps does not change even though L is increased to enlarge the throughput. When the transmitter power is 0 dBm and 

L is 7, the attainable port count is 1,536×1,536 for 1.4 Tbps DP-16QAM signals. 

4. Experiments 

To confirm the technical feasibility of the proposed switch, we constructed part of a 1,536×1,536 optical circuit switch 

assuming 7 spatial subchannels for each channel. We used 7-core fibers to connect transponders to switch ports. We 

evaluated its transmission characteristics with 1.4 Tbps DP-16QAM signals comprising 7 spatial subchannels. We 

measured the BERs of 96 wavelengths in the full C-band. Figure 4 depicts the experimental setup. The target 

subchannel was generated by a transmitter, where the transmitter power per subchannel was set to 2 dBm considering 

the simulation results and a 2 dB margin. After passing through the 1-km 7-core fiber, the signal was input to part of 

a 16×16 DC planar space switch and delivered to a WR switch. Here, the loss of 7-core fiber was 3.5 dB including 

losses of fan-in and fan-out. In the WR switch, the signal was combined with 95 wavelength non-target signals as 

inter-band crosstalk via an 8×1 aggregation coupler. Then, the signals were amplified by an EDFA, where the losses 

of the DC switch and the aggregation coupler were compensated. The losses of the 16×16 DC switch and the 8×1 

  
Fig. 1. Proposed switch architecture using spatial super-channels. Fig. 2. 8×8 WR switch using a 2×8 ULCF AWG. 

Table 1. The numbers of switch elements necessary for constructing an MN×MN switch, where the proposed 

architecture offers L times greater throughput than the conventional one. B denotes bps of a (sub)channel. 
 Conventional (throughput: MNB) [11] Proposed (throughput: LMNB) 

 Total Per-port Per-bps Total Per-port Per-bps 

Number of DC switches N 1/M 1/MB LN L/M 1/MB 

Number of 1×2 selectors* NM(M-1) M-1 (M-1)/B LNM(M-1) L(M-1) (M-1)/B 

Number of EDFAs M 1/N 1/NB LM L/N 1/NB 

Number of AWGs M 1/N 1/NB LM L/N 1/NB 
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aggregation coupler were 16 dB and 10 dB, respectively. After loss compensation, signals were split by the 1×2 splitter 

and demultiplexed by a pair of interleaved 12×48 ULCF AWGs. Here, signals whose wavelength were the same as 

the target signal were input to the remaining input ports of ULCF AWGs as intra-band crosstalk. The extinction ratio 

of ULCF AWG ranged from 32 dB to 39 dB depending on input/output port and signal wavelength. Finally, the target 

signal was detected and demodulated by a digital coherent receiver. Figure 5 plots the measured BERs of all 

wavelengths in each core. We confirmed that all channels achieved BERs under the target value of 10-2. The total 

throughput can reach 2.1 Pbps (=1,536×1.4 Tbps). 

5. Conclusion 

We proposed a novel optical circuit switch architecture based on spatial super-channels; it utilizes SDM in addition 

to the conventional combination of planar space switching and wavelength-routing switching. To confirm the technical 

feasibility of the proposed switch architecture, we constructed part of a 1,536×1,536 optical switch and measured 

BERs of 1.4 Tbps DP-16QAM signals comprising 7 spatial subchannels. The total throughput of the switch was 2.1 

Pbps. 
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(a)   (b)      
Fig. 3. The maximum overall switch scale calculated as a function of transmitter power; (a) using 100 Gbps DP-QPSK signals  

and (b) using 200 Gbps DP-16QAM signals. L represents the number of spatial subchannels. 

  
Fig. 4. Experimental setup. Fig. 5. Measured BERs. 
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