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Abstract: We propose an HPC network architecture with co-packaged optics enabling 128-port 
51.2-Tb/s switches. Simulations for a >34,000-GPU system show up to 11.2x throughput improve-
ment over a Summit-like supercomputer, opening the way to direct-network-attached GPUs. 
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1. Introduction 
High Performance Computing (HPC) and high-end AI systems have a continued need for more network bandwidth 
(BW), lower latency and better energy efficiency [1]. Many modern workloads in HPC and distributed learning are 
primarily running on GPUs (or other accelerators) and use data sets that are far larger than the on-GPU memory 
(High-Bandwidth-Memory, HBM) [2]; they need to pull data from main memory or through oversubscribed 
networks, which is inefficient. In addition, moving large data sets from storage into the main memory is often 
constrained by BW and is known to severely limit AI training [3], [4]. To keep up with workload demands, 
continued network switch scaling towards the 51.2-Tb/s and beyond is a major activity in the data center and HPC 
industry. However, to overcome BW density and thermal cooling limits, highly energy-efficient and dense I/O 
solutions are required. A promising solution for continued BW scaling is the integration of optics onto the first level 
package, a.k.a. co-packaged optics [5], [6], since it can: (a) minimize the power of the electrical links to/from the 
optics and (b) substantially increase the total escape BW of the chip packages by offering an additional dimension 
for wiring additional chip pins, alleviating the limitations associated with the Ball Grid Arrays (BGAs) in which the 
pin count is typically at least 4x lower than the corresponding ASIC pin count [7], [8]. 

In this paper, we study the advantages of using co-packaged optics in HPC fat-tree networks where the switch 
radix is mainly limited by a combination of power, chip area, and package BGA limitations. Co-packaged optics can 
alleviate these issues by offering higher switch radixes that can lead to higher bisection BW and flatter topologies. In 
this work, we present a comparative simulation analysis between the Summit network architecture (world’s #1 
system on the June-2019 Top500 list [9]), and a network architecture where co-packaged optics is used in the 
network. This analysis has been realized within the framework of the MOTION research project [10], a 
collaboration between IBM and Finisar to develop a VCSEL-based chip-scale optical module that can be directly 
attached to the top of an organic first level package. The simulation results show that the co-packaged optics in 
future HPC networks can lead to significant advantages, offering up to 11.2x better throughput for representative 
synthetic benchmarks emulating network-bound workloads running on GPUs or other accelerators.  

2. Summit-like and MOTION Network Architectures 
Fig. 1 (a) illustrates how co-packaged optics can be used in a Summit-like compute node. This paper focuses on 
integrating co-packaged optics on switches, but the I/O requirements of CPUs and GPUs are not far behind. The 
example in Fig. 1(b) illustrates how a 51.2-Tb/s switch module could be built on an organic 90x90-mm2 carrier 
populated with two switch ASICs and 3.2-Tb/s optical modules, using only optics for all I/O. We formalized this 
illustration through a spreadsheet analysis whose results are plotted in Fig. 1(c), also including electrical I/O through 
package pins and using the following assumptions: two 30x20-mm2 ASICs with 256 SerDes at 112-Gb/s signaling, 
three different carrier sizes with pin pitch of 1.06 mm, 1:1 signal-to-ground ratio, 25% of package pins used for 
high-speed I/O, <4-pJ/bit optics ([10]) to yield manageable thermal densities, and optical modules of variable size, 

Fig. 1: (a) Possible insertion points of co-packaged optics on switches, CPUs or GPUs, (b) example of co-packaged optics 
enabling 51.2-Tb/s switch on 90 x 90-mm2 carrier with 13x13 mm2-modules (insert: MOTION phase-1 module), (c) max. 
off-module BW for 3 carrier sizes (70x70, 90x90, 110x110 mm2) assuming a 40% fill factor and 112-Gb/s signaling. 
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i.e. with their BW-
density being a 
variable. The plot in 
Fig. 1(c) assumes that 
40% of the free carrier 
area (i.e. w/o ASICs) is 
occupied by optics; this 
fill factor corresponds 
to 8/16/25 co-packaged 
optics modules for the 
70x70 / 90x90 / 
110x110-mm2 carriers, 
respectively. For the 
example of the 90x90-
mm2 carrier, we would 
need 16 3.2-Tb/s 
13x13-mm2 optical 
modules for the 51.2-

Tb/s BW if all I/O is optical (BW-density of 18.9 Gbps/mm2). If the electrical I/O is included, we would get by 
either with fewer optical modules or with 16 modules having a reduced BW-density of ~10 Gbps/mm2. 

Fig. 2(a) presents a high-level illustration of the Summit-like network architecture that consists of 1,620 36-port 
switches and 5,832 compute drawers, or nodes. To simplify our analysis, although Summit consists of 4,608 
compute nodes organized in 256 compute racks (plus 40 storage and 4 infrastructure racks), we assume a fully 
configured network of 324 racks of compute nodes only. As can be seen, the network incorporates 18 core switches, 
each being a 2-level fat-tree network in a box that consists of 54 ASICs (18 spine & 36 leaf switches). Each core 
switch has 648 ports that connect to the Top-of-Rack (ToR) switches. Each of the 324 racks incorporates 2 ToRs and 
18 nodes, while each node is equipped with 1 NIC, 2 POWER9 CPUs and 6 NVIDIA GPUs, resulting in a total 
number of 5,832 NICs, 11,664 CPUs and 34,992 GPUs. Each NIC interconnects the 2 CPUs to the ToRs, while each 
CPU is connected to 3 GPUs. Given that each link operates at 100 Gb/s (4x25-Gb/s lanes), we get a total bisection 
BW of 1,166.4 Tb/s.  

Fig. 2(b) presents the MOTION network architecture that has been designed by considering a 128-port, 400-
Gbps/port, co-packaged-optics-enabled 51.2-Tb/s switch module as the basic building block. Targeting a fully 
configured fat-tree network, we designed a network architecture that consists of 64 core switches, each being a 2-
level fat-tree network with 12 switch modules (4 spine & 8 leaf modules). In order to allow for bottleneck-free 
connectivity, the connections between the 2 levels follow the channel bonding technique where 16 parallel physical 
links are grouped together to form logical connections. As a result, each MOTION core switch box has 512 ports 
that are connected to 512 ToRs, resulting in a total number of 32,768 available endpoints. For comparison fairness, 
the MOTION architecture uses the same number of compute nodes as the Summit-like system, which corresponds to 
5.6 available network ports per node, or 11.2x higher BW per node. We note that in a realistic scenario we would 
assign 6 network ports to each node and end up with a system of 5,461 compute nodes, or 6.4% fewer than Summit. 
For almost the same number of nodes, the MOTION architecture enables a 11.2x higher bisection BW of 
13,107.2 Tb/s with 21% fewer switch modules (1,280). While the MOTION architecture requires more sophisticated 
NICs that can provide 6 network, 6 GPU and 2 CPU ports, the combination of such NICs with higher-radix co-
packaged-enabled switches allows for 3x more connections per node, or one connection per GPU versus 0.33 for the 
Summit-like case. Assuming the same 100-Gbps/port rate as in Summit, the MOTION architecture provides a 2.8x 
higher bisection BW of 3,276.8 Tb/s. The MOTION architecture offers a promising solution for enabling the direct 
network-attachment of GPUs to accommodate the increasing data movement demands of distributed workloads.  

3. Simulation results 
To investigate the performance of the proposed architecture we used the Venus discrete event simulator [11], which 
has been developed on top of the queue-based OMNeT++ simulation framework. For both Summit-like and 
MOTION cases, each network endpoint generates 100 Gb/s of traffic in the format of 1 KB packets, following the 
Bernoulli interarrival distribution. For MOTION, we also consider a link rate of 400 Gb/s that corresponds to the 
51.2-Tb/s switch example of section 2. Both NICs and switches use the InfiniBand protocol and add a 100 ns delay 
to the traversing data (besides any queueing delays). For the buffer sizes, we assumed 128 KB per switch port, 
which translates to a maximum of 128 packets that can be queued per port. Regarding routing, we chose to simulate 

Fig. 2: (a) Summit-like network architecture, (b) MOTION network with co-packaged optics. 
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the Random algorithm where, 
at each routing stage, the next 
hop is randomly selected over 
the set of all the shortest 
paths that lead to the 
destination (no adaptive 
routing was considered, 
which is the case for the real 
Summit system). This 
approach offers both load 
balancing and redundancy as 
it has been presented in 
practice in [12].  

For our analysis, we 
considered four widely used 
synthetic traffic patterns [13], 
shown as heatmaps in Fig. 
3(a) (for 11,664 network 
endpoints), combinations of 

which emulate the communication of many important HPC workloads. For BitComplement, BitReverse and 
BitTranspose, each source sends 100% of its traffic to a certain destination (certain destinations may receive traffic 
from multiple sources while others from none, e.g. BitTranspose). For the Uniform case, each source endpoint 
uniformly distributes all its traffic to the rest endpoints. Fig. 3(b) presents the throughput vs load comparison 
between the Summit-like and MOTION networks, where we plotted the absolute throughput per node that was 
measured throughout the complete simulation time. For all traffic patterns except BitTranspose, we observe that all 
architectures present a linear throughput increase and manage to deliver the highest possible throughput. As can be 
seen, the higher number of connections per node in the MOTION architecture leads to 2.8x and 11.2x higher 
throughput for the MOTION-100 and MOTION-400 cases over the Summit-like system, respectively. For 
BitTranspose, which stresses both architectures (there are fewer destination than source nodes), all cases present 
linear throughput increase until reaching their saturation points, which are at 75 Gb/s for Summit-like, 322 Gb/s for 
MOTION-100 and 1,295 Gb/s for MOTION-400. Finally, Fig. 3(c) presents the mean-packet-delay vs load curves, 
which agree with the corresponding throughput results. All architectures offer bounded packet delay in the 0.7-2-μs 
range before reaching their saturation points. As expected, the 400-Gb/s MOTION scenario offers the best mean 
packet delay for most cases.   

4. Conclusion 
We proposed an HPC network architecture that makes use of co-packaged optics at the switch modules. The higher-
radix switches combined with higher link rates enable the implementation of a topology with 3x more endpoints. 
The simulation results show up to 11.2x higher throughput for representative benchmarks, keeping up with the 
increasing demands of distributed workloads and opening the way to direct-network-attached accelerators.  
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Fig. 3: (a) Traffic patterns, (b): Absolute throughput per node, (c): Mean packet delay. 


