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Abstract A 2D-CNN structure based on channel and spatial attention mechanisms (CS-CNN) is 

proposed for Φ-OTDR vibration recognition in optical transport networks. Field experiments show that 

our scheme can achieve 2x faster convergence and 11% higher accuracy than traditional 2D-CNN, 

suggesting promise for improving online monitoring. ©2023 The Author(s)

1 Introduction  

In recent years, distributed optical fibre sensing 

(DOFS) based on phase-sensitive optical time 

domain reflectometry (Φ-OTDR) has gained 

significant attention in coherent optical 

communication networks for simultaneous data 

transmission and distributed vibration detection 

[1,2], owing to its high sensitivity, spatial 

resolution, and real-time performance over long 

distances. However, the inherent strong noise, 

weak signal, and signal drift of Φ-OTDR signal [3] 

make it an urgent and challenging task to identify 

target events in real time and with high accuracy. 

Artificial intelligence provides an opportunity 

to enhance smart sensing capabilities. However, 

traditional machine learning methods such as 

Artificial Neural Networks (ANN) [4], Support 

Vector Machines (SVM) [5], Random Forests (RF) 

[6], and Extreme Gradient Boosting (XG-Boost) 

[7] suffer from the limitations of expert-dependent 

feature extraction and slow updating speeds that 

cannot keep up with the changing patterns of 

massive sampling points, thereby restricting their 

application. Deep learning has the advantage of 

automatically extracting distinguishable features 

hidden in signals and achieving high recognition 

accuracy, making it the preferred method for Φ-

OTDR event recognition, such as convolutional 

neural network (CNN) [8], temporal convolutional 

network (TCN) [9], Long Short-Term Memory 

(LSTM) [10], and Generative Adversarial 

Network (GAN) [11]. However, the convolution 

kernel convolves both channel and spatial 

information of the signal, leading to a reduction in 

the significance of its distinctive features and 

constraining recognition accuracy. Recently, a 

transfer learning-based architecture was utilized 

in Φ-OTDR system, achieving event recognition 

network with high accuracy of 98% [12,13]. 

However, the network structure is complex and 

requires high hardware. In addition, Squeeze-

and-Excitation Networks were employed to 

extract important features through global average 

pooling for enhancing classification accuracy [9, 

14]. But global average optimization can only 

obtain the sub-optimal features on the channel 

[15]. 

In this paper, In order to fully utilize the 

spatiotemporal distribution information of Φ -

OTDR and further improve the accuracy of event 

recognition in optical transmission networks, the 

channel and spatial attention model is introduced 

into 2D-CNN, referred to as CS-CNN. In this 

algorithm, the convolutional layer of 2D-CNN is 

used to automatically extract the structural 

features of Φ-OTDR signals, and the channel and 

spatial convolution attention models extract 

important features and suppress unnecessary 

features through average pooling and max 

pooling. Field experiments collected four types of 

Φ-OTDR phase information on communication 

optical cables. The results showed that compared 

with traditional 2D-CNN, CS-CNN has 2x faster 

convergence and 11% higher accuracy rate, 

providing a potential method for online monitoring 

of Φ-OTDR events in optical transport networks. 

2 Φ-OTDR Event Recognition Method Based 

on CS-CNN 

A. Φ-OTDR system and data set preparation 

To gather vibration events in communication 

optical cables, a field experiment was conducted 

at the China Telecom Research Institute, as 

depicted in Fig. 1(a). The Φ-OTDR located in 

building 1 is connected to building 2 through a 1 

km buried communication optical cable, passing 

through 7 tube wells, as shown by the red dots in 

the Fig. 1(a). The Φ-OTDR system based on the 

I/Q demodulator [16] is shown in Fig. 1(b). The 

200 ns optical pulse is generated by the AOM and 

amplified by the EDFA before entering the 

sensing fibre. Then, the Rayleigh backscattering 

signal of the pulse passes through the circulator 

and couples with the intrinsic light in the hybrid 

module to generate the IQ signal. After the signal 

is detected by the PD and collected by the ADC, 

the phase information of the vibration events is 



  

 
recovered through digital signal processing. Four 

types of vibration events are monitored at the fifth 

pipe well near the road, including knocking on the 

manhole cover, shaking optical cables, driving 

vehicles and background noise, as shown in Fig. 

1(c). 

 
Each type of sample matrix is 19199*10, 

where the rows of the matrix represent time 

domain information of 1.92 ms, with one point 

sampled every 0.1 ms, and the columns of the 

matrix represent spatial domain information of 

200 m, with one point sampled every 20 m. The 

four types of samples are divided into training set 

and test set in a ratio of 5:2, as shown in Tab. 1. 

It should be noted that in order to reduce the 

influence of singular samples on the 

convergence speed, the sample points are 

normalized to 0 ~ 255, and then enter the neural 

network for training. 

B. The network structure of CS-CNN 
The network structure of CS-2DCNN proposed in 
this paper is shown in Fig. 2. In the scheme, 2D-
CNN is used as the basic architecture to build a 

classification model, including convolutional 
layers, pooling layers, and fully connected layers. 
In order to further improve the recognition ability 
of features and the convergence speed of the 
network, the channel and spatial attention 
mechanism are introduced into the CNN network 

[15].  

The channel attention mechanism enables 

screening and enhancement of unique features 

by attaching the spatial attention matrix to the 

original feature map at a low computational cost. 

The structure is shown in the green dashed box, 

which can be described as: 1) Global max-

pooling and global average-pooling are used to 

aggregate the spatial information of the input 

feature map 𝐹 ∈ ℝ𝐶×𝐻×𝑊 , and two different 

spatial descriptors 𝐹𝐶
𝑀 and 𝐹𝐶

𝐴 are generated. 2) 

The two descriptors are forwarded to a shared 

multi-layer perceptron (MLP). The weights of the 

MLP are 𝑊1 ∈ ℝ
𝐶/𝑟×𝐶  and 𝑊2 ∈ ℝ

𝐶×𝐶/𝑟 , where 𝑟 
represents the reduction ratio.  3) The output 

vectors of the two perceptron channels are 

summed, and then multiplied by the input feature 

map 𝐹. The above channel attention process can 

be described mathematically as: 

𝐹𝐶 = 𝜎(𝑊2𝛾(𝑊1𝐹𝐶
𝑀) +𝑊2𝛾(𝑊1𝐹𝐶

𝐴))⊗𝐹 (1) 

Where ⊗ denotes element-wise multiplication, 𝜎 

is sigmoid function, 𝛾 is RELU activation function.  

The spatial attention and the channel attention 

mechanism are complementary and determine 

the concentrated feature locations. The structure 

is shown in the purple dashed box, which can be 

described as: 1) Using average-pooling and max-

pooling along the channel axis to highlight 

information regions and generate two 2D 

vectors 𝐹𝑆
𝑀  and 𝐹𝑆

𝐴 . 2) 𝐹𝑆
𝑀 and 𝐹𝑆

𝐴  are 

concatenated to generate a valid feature 

descriptor. 3) A standard convolutional layer 

follows and then multiplies the features of input 

feature map 𝐹𝐶 . The above spatial attention 

 
Fig. 1: (a) A field experiment using Φ-OTDR; (b) The Φ-

OTDR system based on the I/Q demodulator. OC: optical 

coupler, AOM: acoustic optic modulator, EDFA: erbium-

doped fiber amplifier, Cir.: circulator, PG: pulse generator,  

PD: photodetector, ADC: analog-to-digital converter; (c) 

Monitoring of four types of events. 
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Tab. 1: DATABASE CONSTRUCTION WITH REAL FIELD 

DATA. 

Events type Training/Testing 

data set size 

Label 

Background 265/108 1 

Knocking 328/133 2 

Shaking 352/141 3 

vehicles 372/149 4 

 

 
Fig. 2: The network structure of CS-CNN. 
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process can be described as: 

𝐹𝑆 = 𝜎(𝑓7×7[𝐹𝑆
𝑀;𝐹𝑆

𝐴]) ⊗𝐹𝐶 (2) 

where 𝑓7×7 denotes a convolution operation with 

a filter size of 7×7. 

It should be noted that batch normalization is 

performed after the CNN convolution kernel to 

keep the data away from the saturation area, 

avoid distributed data deviation, and improve the 

accuracy of the model [17]. 

C. Results and discussion  

To evaluate the performance of our algorithm, we 

compare it with traditional 2D-CNN. First, the 

initial learning rate is set to 0.0001 and the batch 

size is set to 50 with 80 epochs. In this case, the 

accuracy curves of 2D-CNN and CS-CNN are 

compared, as shown in Fig. 3. It can be clearly 

observed that after 10 epochs of training, the 

accuracy rate of CS-CNN on the test set reaches 

about 93%, while the accuracy rate of 2D-CNN is 

only about 80%. Moreover, CS-CNN has a fast 

learning ability and basically reaches the plateau 

of accuracy growth at 30 epochs, while 2D-CNN 

tends to be stable at 60 epochs. Therefore, the 

CS-CNN-based training model is more suitable 

for high-precision online monitoring of Φ-OTDR 

events in optical transport networks. 

 
Then, in order to quantify the performance of 

our algorithm, Fig. 4 further shows the confusion 

matrix of the two methods. According to the TP 

(True Positive), TN (True Negative), FP (False 

Positive) and FN (False Negative) parameters 

obtained from the confusion matrix statistics in 

Fig. 4, the commonly used accuracy and 

precision, false alarm rate (NAR) and F-score are 

calculated [18], as shown in Tab. 2. It can be 

found that the CS-CNN always performs best in 

terms of precision, recall and f-score compared 

to the 2D-CNN. Its average accuracy rate is 96%, 

which is better than 85% of 2D-CNN. 

 

 
Finally, in order to observe the discriminability 

of event features more intuitively, all feature 

vectors generated by the optimal models of 2D-

CNN and CS-CNN are mapped into the three-

dimensional feature space through linear 

discriminant analysis [19], as shown in Fig. 5. 

Obviously, there are 4 cluster centers with clear 

boundaries in Fig. 5 (b), which proves the 

effectiveness of CS-CNN to extract features. 

 

3 Conclusion 

In this paper, a 2D-CNN structure based on 

channel and spatial attention model is proposed 

for the classification of Φ-OTDR vibration events. 

Field experiment results show that an average of 

96% recognition accuracy can be achieved 

based on our proposal, which is 11% higher than 

the traditional 2D-CNN. In addition, due to the 

presence of attention models, the convergence 

speed of CS-CNN is faster, twice that of 

traditional 2D-CNN, which means that CS-CNN 

provides a potential method for online monitoring 

of Φ-OTDR events in optical transport networks. 

For example, CS-CNN-based Φ-OTDR 

technology is used to monitor events around 

communication cables to reduce the risk of man-

made damage to optical cables. 
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