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Abstract Orchestrating Time-multiplexed QKD (Quantum Key Distribution) infrastructure is a complex
task which, properly performed, can substantially reduce QKD service deployment costs. This work
provides the basis to orchestrate near-optimal key exchange routing and time-sharing; furthermore, cost
saving as a function of key rate is quantified.

Introduction
Deploying Quantum Key Distribution service both
by means of a standalone network (QKDN) and
on top of a WDM infrastructure is a technological
and economic challenge given (a) the current cost
of commercial QKD equipment[1], (b) the physical
layer requirements of quantum channels and (c)
the complex orchestration of QKD infrastructure.
From all available QKDN schemes, trusted-relay-
based QKD seems to be the widest accepted
pragmatic approach to make QKD feasible in a
multi-hop scenario. In[2] a mathematical program-
ming (MP) model is proposed to minimize the de-
ployment cost of a network with purely trusted re-
lays and in[3] a hybrid one with trusted and un-
trusted relays. This approach allows some de-
gree of sharing of devices (Transmitters (Tx) and
Receivers (Rx)) for the end-to-end exchange of
keys as outlined in the next section. However, in
this architecture, a device is statically allocated
to a quantum link. However, additional sharing
gain can be obtained if a single device can be
shared in time over multiple quantum links with
the help of an optical switch. This concept is im-
plicitly present in the experiment settings of[4]–[7],
which prove the technical viability of this approach
(especially if an optical fiber switch is employed,
like in[8]). In particular[5] predicts the existence
of some cost savings and demonstrates how vir-
tualized network functions can be secured using
time-shared QKD devices using an SDN network
controller.

However, to the best of our knowledge, the gen-
eralization of this approach to a whole network,
how this time sharing can be scheduled and how
key exchange requests should be routed through
the network to minimize the number of devices to
deploy has not been explored. Furthermore, the

cost saving envisaged in[5] has not yet been quan-
tified. In this work, we address all these important
open issues which need to be taken into account
by the smart control plane in charge of allocating
the time shares of QKD devices to quantum links
by re-configuring the attached switches.

Network model and overall concept
Key generation in conventional trusted-node
QKDNs is sketched at the top of Figure 1. The
management and storage of the keys are carried
out by the management entity (ME) and by the
key storage (KS) respectively. In TDM trusted-
node QKDNs key generation works in the same
way, except for the fact that there is no need to
deploy a pair of QKD transceivers per quantum
link. The concept of TDM trusted-node QKDNs is
shown at the bottom of figure 1 where Node 2 has
a single QKD-Rx, which is shared between neigh-
bouring nodes (nodes 1 and 3). The size of each
time slot assigned to the shared devices depends
on the key demands on the links. To share a QKD
device over multiple optical channels requires an
additional low-insertion loss and crosstalk optical
switch element, for instance, an optomechanical
switch[7].

In our model, time is structured in periods of
duration T . T should be much greater than the
re-calibration time required by the QKD devices
every time they switch over from one quantum
channel to another. Our work’s aim is to deploy a
QKDN with the minimum number of devices that
can meet the key demands (known in advance)
between every pair of nodes. For this purpose,
we applied the following methodology. Firstly, we
defined the network model to be equipped with
QKD devices; then we developed a heuristic algo-
rithm for QKDN with TDM (HAQTDM) getting the
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Fig. 1: Non-TDM scheme (top) vs TDM trusted-node QKD networks (bottom)

close-to-optimum set of resources and schedul-
ing needed in the deployment and orchestration
process respectively; and, finally, we applied the
heuristic method to a real topology, MadQCI, to
evaluate the implications and viability of our ap-
proach compared to a shortest-path balanced al-
gorithm non-TDM (SP-nTDM).

Deploying QKDNs: HAQTDM heuristic algo-
rithm

Let tn and rn be the number of QKD-Tx and QKD-
Rx devices respectively, required to be allocated
at each node n ∈ N which are given by equations
1 and 2. The number of switch ports ∀n ∈ N is
calculated by equation 3. The total deployment
cost is provided by equation 5 and depends on
the QKD transceivers allocated, the optical switch
ports, the number of quantum channels and their
length. HAQTDM determines the fraction of time
a device needs to devote to a quantum link to sat-
isfy all the demands traversing this link. Because
lack of space, this version of the algorithm does
not deal with concrete time slot alignments. A
simple time slot alignment procedure not included
in the figure is required.

tn =


∑

(i,j)∈δtn

(
h(i,j)·L·T

µ(i,j)
+ ts

)
T

 ∀n ∈ N (1)

rn =


∑

(i,j)∈δrn

(
h(i,j)·L·T

µ(i,j)
+ ts

)
T

 ∀n ∈ N (2)

sn =

{
tn + rn + |βn| if tn + rn + |βn| ⩾ 3

0 otherwise
(3)

Tab. 1: Notation and Definitions

Notation Definition
G(N,E) Optical/QKD network

N Set of optical/QKD nodes
E Set of available edges
L Key length [bits]

l(i,j) Set of all link length
R Set of all secret-key demands

r(s,d,k) Secret-key demand r ∈ R
h(i,j) Accumulated demand on (i, j)
µ(i,j) Key rate on (i, j) [bps]
c(i,j) Number of q-ch at link (i, j)
prth Set of all possible paths for r
βn Set of neighbors nodes of n
δtn Set of connected links of Tx at n
δrn Set of connected links of Rx at n
ts Switching time [seconds]
rn Number of Rxs at node n
tn Number of Txs at node n
sn Number of switch ports at node n
Cr Cost of one Rx
Ct Cost of one Tx
Cs Cost of one switch port
Cc Cost of each channel
CT Total deployment cost

c(i,j) =


h(i,j)·L·T

µ(i,j)
+ ts

T

 ∀n ∈ N (4)

CT =
∑
n∈N

Cr · rn +
∑
n∈N

Ct · tn

+
∑
n∈N

Cs · sn +
∑

(i,j)∈E

Cc · c(i,j) · l(i,j)
(5)

Results analysis
To evaluate our proposal, the topology of Madrid
Quantum Network (MadQCI, see Figure 3)[9] was
considered. We have assumed L = 256 bits, Cr =

150 units, Ct = 100 units, Cs = 10 units, Cc = 0.1

units/km, with Cr/Ct = 1.5 thinking in a scenario
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Fig. 2: Flowchart of HAQTDM, the proposed heuristic algorithm

with BB84 QKD protocol where the single photon
detector at receivers side is more expensive than
the transmitter. For simplicity, the value of ts is
assumed to be 300 seconds based on the state-
of-the-art[7]. We chose the worst case for µ(i,j)

where the q-ch goes via two optical switch ports
interpolating the values in[7] to obtain the secret-
key generation rate as a function of distance. We
compare our HAQTDM with a Shortest Paths Bal-
anced Algorithm without TDM (SP-nTDM), since
no previous works exist in the state-of-the-art for
optimizing QKD network deployment with TDM.
SP-nTDM only considers candidate paths for a
given request r with the same number of hops
as the shortest path (|ρr| −

∣∣ρrsp∣∣ = 0). QKD
transceivers must be allocated at each link to
meet the demands in h, similar to HAQTDM. The
number of QKD transceivers on each link is deter-
mined by the upper integer value of h(i,j) ·L/µ(i,j).

1

24.4 km

9

2

3 5

7

8

4

10

11

6

40.68 km

24.4 km

55 km

7.4 km

1.9 km

22.47 km

33 km

6.4 km

1 km

10 km
12 km

43 km
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Fig. 4: Simulations on MadQCI with demands: symmetric (a)
and exponential distribution (b)

The simulation reveals, as shown in Figure 4 for
symmetric and exponentially distributed key gen-
eration demands, that at low quantum link loads,
HAQTDM achieves savings of about 50 % and
keeps on being substantial (25 %) up to high link

loads. As expected, the higher the link utilization
by the demands the higher the amount of devices
to install at the nodes and the absolute benefit of
TDM sharing fades out. The continuous growth at
low loads of TDM is due to the incremental sat-
uration of the most central links. The absolute
throughput figures show real practical applicabil-
ity of this technique even to scenarios requiring
hundreds of keys per second.

Conclusions
This work addressed for the first time fundamen-
tal issues in the design and orchestration of time-
shared QKD infrastructure at a network scale.
The work proposed a heuristic to route key ex-
change requests through the network that mini-
mizes the cost of required QKD devices and pro-
vides the SDN orchestrator with the time shares
that each QKD device needs to devote to each
quantum link it is serving. Our work estimated for
the first time that device sharing by employing in-
expensive low-loss switches can yield substantial
cost savings as high as 50 % at low-to-medium
loads. Simulations prove that overall throughput
in a real QKDN topology and commercial tech-
nology at those loads is large enough (hundreds
of keys/sec) to provide high levels of security.
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