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Abstract We propose a novel technique for user authentication in fiber-based quantum key distribution
systems. Practical implementation using coherent optical frequency-domain reflectometry is described
and authentication security assessed. ©2023 The Author(s)

Introduction

A generic quantum key distribution (QKD) system
includes two users, Alice and Bob, who need to
exchange a secret key used for message encryp-
tion/decryption. For this purpose, Alice and Bob,
regardless of the type of protocol, use a classic
service channel and a quantum channel. The
former is often a segment of the public network
without any strong constraints, while the latter is
always a point-to-point fiber system whose length
is limited by the secure key rate. Under these
assumptions, an attacker has the power to manip-
ulate the raw key created via the quantum states
exchange and to listen to the conversation hap-
pening over the classical channel. Despite this,
the post-processing of a QKD system allows to
estimate a possible eavesdropper’s intervention
and the amount of information in her hands, and
to eventually stop the protocoll). In this scenario,
the authentication of the classical channel is es-
sential to prevent a possible man-in-the-middle
attack during post-processing, such that the two
legitimate parties of the conversation can rely on
other’s true identity. In order to achieve this, a
message authentication code (MAC) is generally
employed and the most common examples of it
are the Wegman-Carter authentication scheme
and variations thereofl®l. Here, the security leans
upon the mathematical complexity theory, in a way
that polynomial-time adversaries are left with a
neglectable probability of success in forgering!?.
Recently, the optical identification (Ol) was pro-
posed as a novel concept for identification, au-
thentication, and monitoring. The Ol takes advan-
tage of the imperfections of physical elements—
including devices, sub-systems, systems, and net-
work elements—to define its own unique finger-
print, or signaturel. In particular, it was shown

that a single mode fiber (SMF) is a physical unclon-
able function, with its signature being the Rayleigh
backscattering pattern (RPB) produced when stim-
ulated by a propagating light, due to the random
and unique density fluctuations in a SMF origi-
nated in the fabrication processPH4. This major
characteristic was used for the implementation of
Ol, successfully identifying a fiber in a point-to-
point scenario and for the path recognition in a
passive optical network scenariol8l. In this work,
we propose and demonstrate to use Ol for the
authentication of the users in a QKD system, us-
ing the RBP caused by the user’s pigtail as its
signature.

Optical identification for user authentication
The quantum channel is a point-to-point commu-
nication system made of two transceivers and an
optical fiber whose length is typically limited to few
tens of kilometers by secure key rate. For mutual
user identification process within a QKD system,
we use the pigtail's RBP of each transceiver, as
sketched in Fig. |1l In particular, Alice identifies
Bob (equivalently, Bob identifies Alice) with the
following protocol: (i) Alice scans the fiber link
(i.e., the optical fiber including transceivers pigtails)
through a tunable laser, (ii) Alice reads the RBP
of the user to be identified performing C-OFDR,
(iii) Alice retrieves the digital signature of the user,
(iv) Alice compares the received signature with the
public signature of Bob b, (v) Alice identifies the
user and start or abort QKD communication. In a
network scenario, Alice compares the received sig-
nature with a set of public signatures {b,c,d,...}
of the different users.

In this implementation, the signature of an user
is the vector containing the bits obtained by read-
ing the RBP with a single bit analog to digital con-
verter (ADC) which acquires N samples. The sig-



nature can be equivalently seen as a QR code, as
in Fig.[1]

The comparison of the received signature with b
is done by evaluating the Hamming distance (HD),
i.e., the number of bits that should be flipped to ob-
tain the same vector. The HD of two binary vectors
of i.i.d. bits is distributed as a binomial distribution
with N trials and mean value Np, where p is the
probability of having a wrong bit to be flipped. The
decision rule for Ol is: if HD is below the thresh-
old ¢ (the signatures are similar), the user is Bob
and QKD communication starts, otherwise (the
signatures are different in more than ¢ bits) we
abort communication. This concept is illustrated
in Fig. [2, which reports the probability of the HD
between the public signature of Bob b and the
received signatures of (i) Bob b, with mean mg,
and (ii) another user é—either Eve or another user
of the network—with mean mg. Without loss of
generality, the threshold is ¢ = (1 — v)ms + ymy,
with 0 < v < 1.

The reliability of the decision metric is measured
with the probability of false negative (FN) and false
positive (FP). On the one hand, a FN—Bob re-
Jected by mistake—occurs when Bob is the user,
but the procedure fails and Alice does not recog-
nize him. A FN happens when the HD between
b and b is larger than ¢. On the other hand, a
FP—Eve accepted by mistake—occurs when the
user is not Bob, but the procedure fails and Alice
identifies the user as Bob, i.e., the HD between b
and é is smaller than ¢. In general, while it is de-
sirable to minimize both the probability of FP and
FN, one can tailor ¢ to the system requirements: if
t decreases, the security improves (the probability
of FP decreases) at the expense of identification
capabilities (the probability of FN increases). Over-
all, one can optimize ¢ to minimize the weighted
wrong identification (WWI) defined as

WWI= p(FN) 7+ p(FP)
——
Eve accepted

(1=r) (1)

Bob rejected

where 0 < r < 1 is a weight. The WWI measures
the probability of FP and FN, taking into account
the weight r, which should be chosen depending
on the system requirements and application sce-
nario.

Practical Implementation and Security Assess-
ment

In a real system, each user includes an optical
fiber (at least the transceiver pigtail) that can be
used as unique identifier. Here we assume a

Alicef=——0 =1 Bob
B R

OKL l

[
Public daa base of signatures
R

Fig. 1: Point-to-point authentication
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pigtail of length L = 0.3m whose fingerprint is
read through C-OFDR, having a single bit ADC,
sweep rate v,, = 7.5THz/s, which acquires and
stores N samples, with N at most equal to 5000.
These characteristics are well below the capabili-
ties of current ADC. For the sake of simplicity, in
the following we denote as Eve any other user
that is not Bob, including the other users of the
network.

The results shown below are obtained through
simulations, as follows. First, we generated the
RBP for two users, Bob and Eve. Assuming a
simple C-OFDR scheme as in Fig[3|and neglecting
random phase noise, the received photocurrent
1(t) detected at the balanced photodetector is

I(t) = Ey Z v/ Ry cos(2mytTy,) (2)
k=1,...,n
where k = 1,...,n are n reflection points in the

fiber, with reflectivity R;, and roundtrip time 7;,14h191,
The roundtrip time is defined as 7, = 2s; /v, where
v is the speed of light in the fiber and s is the po-
sition of the reflection point in the fiber. To properly
simulate the Rayleigh backscattering, we place a
random number n of reflection points in the fiber,
while we select the reflectivity to ensure a Rayleigh
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Fig. 3: C-OFDR scheme for RBP recognition. TLS: tunable
laser source, CPL:coupler, BPD: balance photodetector.




scattering coefficient of 0.14dB/km. Next, AWGN
noise is added to the two RBPs to emulate receiver
thermal noise, and the RPBs are digitized with a
single bit ADC to obtain the signature of Bob b
(without noise, representing the public signature)
and the received (with noise) signatures of Bob b
and Eve é. Finally, we compute the HD of b with
b and é. The procedure is repeated 103 times to
obtain an accurate estimation of the mean values
mg, and mg. The estimated mean value my, (or
mg) of the HD allows to directly estimate its prob-
ability density function, as a binomial distribution
with IV trials (the number of ADC samples) and
probability of success mg /N (or mg/N). Finally,
we obtain the probability of false positive and false
negative for a given threshold ¢.

Fig.[4(a) shows the probability of FP and FN as
a function of the threshold position ~ for different
SNR and number of samples N. As expected,
Fig. [4(a) shows that when ~ approaches 1, the
probability of FN, i.e., Bob rejected by mistake, be-
comes very small, but the probability of accepting
Eve approaches 0.5, since in this case all users
are likely to be accepted. On the contrary, when
~ tends to zero, the probability of any user to be
rejected is very high, and, therefore, the probabil-
ity of FN becomes small, but the probability of FP
approaches 0.5. As a consequence, an optimal
system should be tailored to obtain a reasonable
trade-off among these two effects. For example, if
one want to have the same probability of FP and
FN, the optimal value for v ranges between 0.25
and 0.5, depending on the parameters involved.

Next, Fig. [d[b) shows the WWI (solid) and the
probability of FN (dashed) and FP (dotted) as a
function of the SNR, when ~ is optimized to mini-
mize R. When r = 0.5, the probability of FP and
FN are approximately equal (and they are superim-
posed in the figure). Conversely, when r becomes
smaller (e.g., » = 107'2), the threshold ~ gets
closer to zero to minimize the probability of FP at
the expense of an increased probability of FN. For
example, if we assume that there are a lot of Eve
attempts to break the system and we want to be
sure that Eve does not succeed, it is reasonable to
often reject the user. However, in this case, it is dif-
ficult to correctly identify Bob and the probability of
FN is high. This underline that the decision metric
~ and the weight r should be tailored to the system.
For example, one could minimize the probability of
FP, with the constraint that the probability of FN is
smaller than < 102,
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Fig. 4: (a) Probability of FP and FN versus threshold position
v, (b) probability of WWI, FP and FN, with optimized ~ versus
SNR, for different weights 7.

Conclusion

A novel technique for the authentication of QKD
communication users, based on optical identifica-
tion, is proposed for the first time. In particular,
the authentication of the users is achieved by the
recognition of the Rayleigh backscattering pattern
caused by the pigtail of the user. After describ-
ing the protocol, we test its security for different
values of SNR, ADC samples, and decision rule.
We show that the authentication protocol can be
trusted, ensuring a probability of false positive (Eve
accepted my mistake) and false negative (Bob re-
jected by mistake) well below 10~2° in most of the
scenario of interest.
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