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Abstract We revisit the achievable information rate (AIR) due to the coupling between digital pre-

emphasis and the bandwidth-limited channel under Tx constraints. We propose and experimentally 

verify, for the first time, a parameter-insensitive, RMS-optimized pre-emphasis filter for shaping high-

frequency signal components to enhance the operational AIR. ©2023 The Author(s) 

Introduction 

As chromatic dispersion and four-wave mixing 

limit the reach of the intensity-modulation direct-

detection (IM-DD) systems for the future 3.2T 

data center interconnects, coherent solutions 

would become necessary for unamplified links 

(UL) or even short reach (SR) starting from 2024 

[1,2]. Hardware-wise, not only finite bandwidth 

(BW) and limited digital-to-analog converter 

(DAC) resolution, per-lane single-carrier (SC) 

coherent transceivers also suffer from limited 

transmitter (Tx) power [3-4], while the Tx power 

level directly affects the optical link loss budget 

for UL and SR [2,5] 

      Digital pre-emphasis (DPE) is usually 

employed to reduce both intersymbol 

interference (ISI) and receiver (Rx) DSP-

enhanced noise, but the pre-emphasized 

waveforms may suffer from higher peak-to-

average-power ratios (PAPRs).  Their root-mean-

square (RMS) or power needs to be “confined” to 

avoid excessive driver nonlinearity. This “power 

constraint” is also required to derive the 

theoretical channel capacity [6, (23)]. Recent 

works [5,7] restore signal’s RMS for better 

performance by avoiding high-frequency 

components, but a mathematical interpretation of 

shaping the high-frequency pre-emphasized 

content is hitherto not available. 

In practice, under the above Tx power 

constraint, a sharp S21 roll-off (channel itself) 

“couples” with the indispensable DPE, 

reappearing as a "new” physical channel with a 

reduced channel signal-to-noise ratio (SNR). 

This phenomenon can be revealed by observing 

the available optical signal-to-noise-ratio (OSNR) 

after the modulator or at the Rx side. Shaping 

input symbol distributions has been 

demonstrated to obtain slightly higher Tx signal 

powers [8,9], but is insufficient to maximize the 

achievable information rate (AIR) because the 
original channel law, 𝑝𝑦|𝑥, has been changed by 

DPE to a “new” auxiliary channel 𝑞𝑦|𝑥 [10, Ch. 4]. 

In this regard, we first revisit the AIR due to 

the coupling between the DPE and the BW-

limited channel under Tx constraints. Next, 

various types of DPE are reviewed. Then, we 

propose, for the first time, a frequency-partitioned 

DPE filter optimization to enhance the 

operational AIR, by employing an RMS control to 

shape high-frequency signal components, which 

provides a self-contained interpretation based on 

the interplay between ISI, signal’s RMS and the 

DAC’s quantization noise suggested in [7]. 

Revisiting AIR due to the coupling between 

DPE and BW-limited channel 

Fig. 1 shows the channel model of interest. The 
channel output is 𝑦 = 𝑐 ∗ ℎ ∗ 𝑥 + 𝑐 ∗ 𝑛𝑞 + 𝑛 in time 

domain, denoted by lowercase letters, or 𝑌(𝑓) =
 𝐶(𝑓)𝐻(𝑓)𝑋(𝑓) + 𝐶(𝑓)𝑁𝑄 + 𝑁(𝑓) in frequency 

domain, denoted by uppercase letters. 𝑥 is the 

channel input (QAM signals). ℎ is the DPE filter. 

𝑐 is the channel (Tx response). 𝑛 is the overall 
additive coloured noise. 𝑛𝑞 is the uniformly 

distributed quantization noise, whose PSD, 𝑆𝑄, is 

assumed flat [11]: 𝑆𝑄 = 𝜎𝑞
2/𝐵𝑒, where 𝐵𝑒 is the Tx-

DSP BW, and 𝜎𝑞
2 = 〈|𝑛𝑞|

2
〉 = [

(ℎ∗𝑥)max

2𝑛𝑏−1
]
2

/12, with 𝑛𝑏 

being the effective number of bits (ENoB). 

Statistical independence is assumed, i.e., 𝑥 ⊥
𝑛𝑞 ⊥ 𝑛.  For large ENOBs and 𝐶(𝑓) = 1, the ideal 

per-polarization (per-symbol) AWGN channel 

capacity (bits/s/Hz) is 

𝐶AWGN = log2(1 + ⟨|𝑥|
2⟩/⟨|𝑛|2⟩). (1) 

Heuristically, the BW-limited channel, 𝐶(𝑓), 
limits the available in-band power throughput, 

and 𝐶AWGN is lower-bounded by the BW-limited 

AWGN channel capacity (bits/s/Hz): 

𝐶ISI = log2(1 + ⟨|𝑐 ∗ 𝑥|
2⟩/⟨|𝑛|2⟩). (2) 

DPE could ideally bring 𝐶ISI back to 𝐶AWGN by 

 
Fig. 1: Channel model.  𝒉: Tx DPE filter, 𝒄: ISI channel. 
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𝐻(𝑓) =  1/𝐶(𝑓) with a perfect Tx. Due to the 

coupling between DPE and BW-limited 𝐶 via Tx 

constraints, however, the “new” physical channel 

can be simplified to 𝑦 = 𝑐 ∗ 𝛼ℎ(ℎ ∗ 𝑥) + 𝑛, where 

𝛼ℎ is a scaling factor in Tx-DSP required to adjust 

the RMS to avoid driver’s nonlinearity: A sharper 

roll-off of 𝐶 enhances the PAPR of ℎ ∗ 𝑥,  resulting 

in a smaller 𝛼ℎ, i.e., a reduced channel SNR.  

More generally, probabilistic shaping and a DPE 

filter, ℎ, should be jointly designed to avoid small 

𝛼ℎ, in order to attain the symbol-wise (SW) AIR,  

max
𝑝 (𝑥),ℎ

{∑𝑝𝑥∫𝑞𝑦|𝑥log2 (
𝑞𝑦|𝑥

∑ 𝑝𝑥𝑞𝑦|𝑥𝑥
)  𝑑𝑦

𝑥

}  

≤ 𝐶ISI ≤ 𝐶AWGN, 

(3) 

and similarly for the bit-wise AIR as well [12], Ch. 

4]. It is because the optimal ℎ may not perfectly 

remove ISI, or a slightly high PAPR may also be 

allowed to obtain more power at the expense of 

driver’s nonlinearity. Here, we only consider the 

linear operation of the driver. 

Literature Review of DPE 

The state-of-the-art DPE optimization can be 

classified into two types. The first type considers 

both Tx DPE and Rx DSP to maximize signal-to-

noise ratio (SNR) or minimize the error or noise 

of Rx-DSP at location B in Fig. 1. Examples 

include Rx-zero-forcing (ZF) [13,14], and Rx-

minimum mean square error (MMSE) [15]. For 

Rx-ZF with a known 𝐶(𝑓), refs. [13,14] separately 

claim that the optimal DPE filter shape should be 

1/𝐶(𝑓)2/3, and 1/𝐶(𝑓)1/2 , respectively. Several 

experimental works [7,15] rather adopted the nth 

root method:  𝐻 = 1/|𝐶(𝑓)|𝛽 , 0 ≤ 𝛽 ≤ 1, where 𝛽 

is the “strength” of DPE not necessarily 2/3 nor 

1/2, because Tx’s RMS loss and quantization 

contribute to SNR degradation [7]. 

The second type considers only Tx DPE 

without Rx DSP, in an attempt to maximize the 

SNR before Rx DSP [11], at location A in Fig. 1. 

This could be justified by the “data processing 

inequality” that Rx DSP does not further increase 

the information content. Also, mitigating as much 

as ISI before the Rx reduces DSP enhanced 

noise. Ref. [11] proposed a Tx-MMSE approach 
to minimize ISI and 𝑛𝑞. To explain [11], let us 

define error, 𝑒 = 𝑦 − 𝑥, at location A in Fig. 1. The 

peak value is proportional to the pre-emphasized 

signal power, i.e., [(ℎ ∗ 𝑥)max]
2 =  𝑘⟨|ℎ ∗ 𝑥|2⟩ =

𝑘 ∫|𝐻|2𝑆𝑋(𝑓
′)𝑑𝑓′, where 𝑘 is a PAPR-related 

variable [11].  The MSE, 𝜎𝑒
2 = 〈|𝑒|〉2, becomes                

𝜎𝑒
2 = ∫|𝐻𝐶 − 1|2𝑆𝑋(𝑓) 𝑑𝑓                              

       +
𝑘 ∫|𝐻|2𝑆𝑋(𝑓

′)𝑑𝑓′

12(2𝑛𝑏−1)
2
𝐵𝑒

∫|𝐶|2𝑑𝑓  + ∫ 𝑆𝑁(𝑓)𝑑𝑓, 
(4) 

where the first term on RHS is the residual ISI, 

the second (last) is the quantization noise filtered 

by 𝐶 (channel noise). Ref. [11] suggests that the 

integral over 𝑓 in the second term is a constant 

independent of 𝐻, i.e., 𝑝𝑐 ≜ ∫|𝐶|2𝑑𝑓. Minimizing 

𝜎𝑒
2, i.e, 𝜕𝜎𝑒

2/𝜕𝐻 = 0, and  ∀𝑓 
𝜕

𝜕𝐻
[|𝐻𝐶 − 1|2𝑆𝑋 + 𝜆1𝑝𝑐  |𝐻|

2] = 0,       (5) 

where 𝜆1 =
𝑘 𝑆𝑋

12(2𝑛𝑏−1)2𝐵𝑒
. The last term of 𝜎𝑒

2 in (4) 

disappears since 𝑆𝑁is independent of 𝐻. Thus, 

the optimal 𝐻 becomes 

𝐻𝜎𝑒2(𝑓) =
𝐶∗(𝑓)𝑆𝑋(𝑓)

|𝐶(𝑓)|2𝑆𝑋(𝑓) + 𝜆1𝑝𝑐
. (6) 

A contradiction comes: Eqn. (6) converges to 

ZF for negligible quantization (large 𝑛𝑏 , 𝜆1 → 0), 

which does not agree with the reality since using 

ZF in DPE results in high PAPRs, which requires 

substantial RMS reduction (small 𝛼ℎ) to avoid 

driver nonlinearity as previously discussed or in 

[4,7]. A power constraint is therefore required. 

Frequency-partitioned DPE Optimization 

We highlight our difference compared to [11]:  the 

new objective function consists of the error 

variances due to ISI, quantization noise, additive 

noise, as well as our proposed RMS control (or 

filter energy or power constraint) weighted by 

𝐽 = ∫|𝐻𝐶 − 1|2𝑆𝑋(𝑓) 𝑑𝑓 + 𝑆𝑄 ∫|𝐶|
2𝑑𝑓 

+∫𝑆𝑁(𝑓)𝑑𝑓 + 𝜆2[∫|𝐻|
2 𝑑𝑓 − 𝑝𝑒], 

(7) 

where ∫|𝐻|2 𝑑𝑓 ≤ 𝑝𝑒. The filter energy, 𝑝𝑒, is not 

necessarily unity, but depends on the actual Tx 

power without causing driver saturation. 

Generally, different frequency contents have 

different impacts on PAPR, meaning different 

weights to control each subband’s RMS, i.e. 

𝐽 = ∫|𝐻𝐶 − 1|2𝑆𝑋(𝑓) 𝑑𝑓                          

            + ∑ 𝜆2,𝑖 [∫ |𝐻|2𝑆𝑋(𝑓)
𝑓𝑖 

𝑓𝑖−1
𝑑𝑓 − 𝑝𝑒,𝑖] .𝑖  

(8) 

The quantization term, 𝑆𝑄 , is discarded here 

since sufficiently large RMS avoids quantization 

effect [5,6]. This work only considers a low [𝑓0, 𝑓1]  
and a high [𝑓1, 𝑓2] frequency bands, i.e., 𝑓0 =
0, 𝑓1 = 𝑓𝑎, 𝑓2 = (1 + 𝛼)𝐵/2, where 𝑓𝑎 is the 

frequency where the high-frequency subband 

starts,  𝐵 is the symbol rate and 𝛼 is the root-

raised cosine roll-off factor, since experience 

shows that enhancing higher frequency 

components lead to a higher PAPR which 

compulsorily reduces the RMS. The above 

objective integral is thus partitioned into a lower 

and an upper frequency regions, such that 

𝐽 = ∫ |𝐻𝐶 − 1|2𝑆𝑋(𝑓)
𝑓𝑎

0

𝑑𝑓 + ∫ |𝐻𝐶 − 1|2𝑆𝑋(𝑓)

(1+𝛼)𝐵
2

𝑓𝑎

𝑑𝑓 

+𝜆2,2 [∫ |𝐻|2𝑆𝑋(𝑓)
(1+𝛼)𝐵/2 

𝑓𝑎
𝑑𝑓 − 𝑝𝑒].       

(9) 

The low-frequency pre-emphasis is assumed 
to have negligible change on signal’s RMS (𝜆2,1 =

0), implying a zero-forcing (ZF) equalizer for |𝑓| ≤
𝑓𝑎, while the high-frequency part requires an 



  

RMS control. Solving (9), the overall one-sided 

DPE filter becomes, with 𝑅𝑑𝐵 = −20 log10 𝜆2, 

𝐻RMS(𝑓, 𝑓𝑎 , 𝑅𝑑𝐵) = {
1/𝐶(𝑓), ∀|𝑓| ≤ 𝑓𝑎
𝐶∗(𝑓)𝑆𝑋(𝑓)

|𝐶(𝑓)|2𝑆𝑋(𝑓)+𝜆2
, ∀|𝑓| > 𝑓𝑎

.        (10) 

The above equation shares a similar form as 

(6) but with different physical meanings. Our 

formulation is more self-contained than those in . 

In this work, the RMS control covers only the 

excess BW region, and thus 𝑓𝑎 = (1 − 𝛼)𝐵/2. 

Experimental Results 

Fig. 2 shows the experimental setup using 92.31 

GBaud dual-polarization (DP) 16-QAM signal 

with 𝛼 = 0.1 , with, a fixed driver gain, a constant-

gain optical amplifier (EDFA) at Tx and a 

constant-power EDFA at Rx. Standard DSP was 

used to recover the signal, including a 71-tap 2×2 

complex-valued equalizer and carrier phase 

recovery. The nth root method [7], 𝐻 =
1

|𝐶(𝑓)|𝛽
, was 

used for comparison. For a fair comparison, we 

also took the nth root of the proposed filter in (2), 

i.e.,𝐻 = 𝐻RMS(𝑓, 𝑓𝑎, 𝑅dB)
𝛽, and expect that the 

highest operational AIR can be attained at 𝛽 = 1 

(full DPE), i.e., 𝐻 becomes (2). Fig. 3 (a) 

compares the 𝐻(𝑓)’s shapes among all methods. 

Both ZF and the optimized nth root approach (𝛽 =
0.7) enhance substantially high frequencies 

within the excess BW region (vertical dashed 

lines), while our proposed method “penalizes” 

them. Fig. 3 (b) presents the 𝐻(𝑓)’s shapes for 

different values of 𝑅dB. A larger depth parameter 

𝑅dB enhances more high frequencies but also 

reduces more ISI. Our approach also fully 

compensates the in-band ripples [16]. 

In Fig. 4 (a), small 𝛽’s means less amount of 

pre-emphasis, and Rx DSP enhances more 

noise, reducing the operational AIR. Large 𝛽’s 

(more pre-emphasis) are preferred to avoid Rx 

noise enhancement, but RMS drops accordingly, 

revealed by Fig. 4 (b) (red) showing that the nth 

root method with higher 𝛽’s decreases OSNR at 

Rx. By controlling signal’s RMS via shaping the 

high frequency components in (10), the OSNR 

can be restored (orange). Thus, our proposed 

method attains the best AIR at 𝛽 = 1. Figs. 4 (c) 

and 4 (d) show the operational AIRs of the two 

methods versus OSNR. The nth root method 

show obvious fluctuations when 𝛽 changes, while 

the proposed method is insensitive to 𝑅dB. Hence, 

the optimal 𝑅dB can be pre-calculated once given 

a factory-calibrated Tx response for 

productization, and will not change much the 

performance due to aging or power reboot. 

Conclusions 

In this paper, we revisit the AIR due to the 

coupling between DPE and the BW-limited 

channel for short-reach applications. Generally, 

both input distribution and DPE should be 

optimized jointly to maximize the AIR, in practice. 

We propose, for the first time, a self-contained 

DPE optimization theory with a RMS constraint 

(by the method of Lagrange multipliers): Given an 

input distribution, the high frequency signal 

components are shaped to avoid power loss, 

while the low-frequency part is fully compensated 

(a ZF for in-band ripples to avoid DSP penalty). 

The proposed method is parameter-insensitive, 

which can thus be pre-calculated given a factory-

calibrated Tx S21 for productization. Other than 

ISI and RMS, more constraints, e.g., PAPR [15], 

peak power [8], etc. can be used for optimization. 

This, however, affects the DPE’s robustness 

since more effort is required for parameter 

search, and the design becomes more sensitive 

to more parameters. 

 

 

Fig. 4: (a) per-symbol mutual information (MI) and (b) OSNR 

at Rx (location A in Fig. 1). (c) Operational AIR versus 

OSNR for the nth-root method and (d) for the proposed 

method for different parameter values. 

 
Fig. 3: a) DPE filter comparison between ZF, the optimized  

nth root approach (𝜷 = 𝟎. 𝟕) and the proposed method. (b) 

The proposed 𝑯𝐑𝐌𝐒(𝒇) for different values of 𝑹𝐝𝐁. 

 
Fig. 2: Experimental setup; SNR optimizer from [5, 6]. 
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