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Abstract As a method to extend the optical budget of intra-datacenter interconnects, we demonstrate 
the provision of a >20V APD bias through a shared energy reclamation circuit at the optical data 
plane. We find a penalty of 0.2 dB with respect to electrically-supplied APDs.       ©2022 The Author(s) 

Introduction 
The continuous growth in datacenter information 
density is supported by switch cores with 
interconnect bandwidths that have recently 
surpassed 10 Tb/s [1]. Various solutions are 
being investigated to support this growth in 
capacity in the optical communication domain, 
targeting an energy consumption in the fJ/bit 
range, electro-optic bandwidths of up to 100 
GHz, and ultra-small footprints [2]. As the 
scaling of symbol rates becomes increasingly 
challenging, simplified coherent approaches are 
now being considered for the very-short reach 
domain [3], while inverse multiplexing is 
explored under the context of massively-parallel 
interconnects. Towards the latter, micro-scale 
light emitting diodes have been demonstrated at 
2 Gb/s/lane in a 16×16 array configuration [4]. 
The introduction of APD-based reception in such 
multi-lane transmission links seems attractive as 
it would permit a higher optical budget. This 
provision of additional, unallocated budget can 
enable novel datacenter network architectures 
that go beyond the simple point-to-point layout 
that are mostly found for optical interconnects. 
However, the generation of APD biases of 
typically beyond 20V necessitates electronic IC 
with high breakdown voltage. Such are not 
supported by nanometer-scale CMOS 
technology nodes that instead aim at a high 
degree of integration, high frequencies and a 
lower nominal supply voltage. The transistor 
voltage ratings scale down, which prevents their 

ability to synthesize high-voltage circuits. This 
makes the efficient monolithic integration of 
high-bandwidth electronics with high-voltage 
photonic elements, such as APDs, difficult. 

In this work, we take advantage of the fact 
that optical power is not “destroyed” during 
electro-optic data modulation but sunk to an 
unused circuit branch, where it can be reclaimed 
to generate an APD bias of >20V. We 
experimentally prove the extension of optical 
budget for a bidirectional 1-, 2- and 4-lane short-
reach optical interconnect through APD-enabled 
reception sensitivities of -24.1 dBm at 10 
Gb/s/lane transmission. We confirm correct 
operation through a 0.2 dB penalty with respect 
to an electrical APD bias supply. 

Optically Generated APD Bias 
The proposed concept is sketched in Fig. 1 and 
relies on the scavenging of dropped optical 
power for the purpose of APD bias generation in 
a bidirectional multi-lane communication link. 
One possibility to do so is to locally collect the 
dropped light modulation at the “dead” port of an 
interferometric modulator through a photovoltaic 
ladder, as introduced in Fig. 1a. In contrast to 
earlier works on optical energy harvesting [5-
10], which mainly targeted the provision of high 
supply currents for low-voltage actuation of 
devices such as MOEMS switches, APDs 
require the supply of a high bias voltage at a 
rather low photocurrent. Moreover, the proposed 
scheme re-uses light that is extinct by optical 

  
Fig. 1: Optically generated APD bias through (a) PIN ladder or (b) feed network. (c) V-I characteristics of generated bias. 
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intensity modulators during space bits – light 
that would be left unexplored. 
 By aggregating and converting the dropped 
optical power over multiple serialized PIN diodes 
operated in photovoltaic mode, a high voltage 
can be generated, as we will prove shortly. 
Moreover, this APD bias can be established 
without entering a regime that basically prevents 
the supply of a photocurrent Iph generated by the 
received optical data signals at a received 
optical power (ROP) impinging onto multiple 
APDs. For example, N APDs operating at a 
responsivity of R = 1 A/W and a multiplication 
factor of M = 10 would lead to a photocurrent of 
Iph = N∙R∙M∙ROP = N ∙ 32µA for a ROP of -25 
dBm. It is important to note the dependence of 
M on the bias Vapd. Therefore, the drain of a 
higher photocurrent Iph for a high ROP will 
inevitably lead to a drop in Vapd and, accordingly, 
a BER increase due to a reduced M. This limits 
the dynamic range that can be accomplished 
when employing optically biased APD receivers. 
 Since the experiment in this work was not 
able to build on a plethora of N ring modulators, 
a slightly different scavenging method is 
adopted (Fig. 1b). Rather than dedicating a 
modulator drop port to a single photovoltaic PIN 
harvester, the drop ports of N data transmitters 
operating at a generally random wavelength are 
shared among N PIN harvesters by means of 
passive star coupling. This is roughly equivalent 
to the previous case since N dropped data 
signals feed a single PIN diode, yet after 
passing the loss of an N×N split. The proposed 
optical bias generator is shared among multiple 
lanes and can thus be implemented in a very 
compact way since neither star couplers nor 
photodiodes require a large footprint [11, 12]. 

Given the nature of continuous data transfer 
between the endpoints of the multi-lane link, the 
scavenged APD bias and the associated APD 
photocurrent have to be supplied continuously. 
The energy harvester can therefore not 
accumulate and store energy in a reservoir for 
sporadic actuation of optical switches or other 
latching photonic elements [5-7, 9, 10]. 

Figure 1c reports on the harvesting efficiency 

to generate an APD bias with a target of 24.5V. 
Shown are the V-I relation under load, as they 
are characteristic for a photovoltaic supply. 
Results are presented as function of the 
aggregated optical power (that would be 
dropped at the modulators of all lanes) feeding 
the reclamation circuit. The set bias target can 
be reached for a feed of 3 dBm, however, the 
permissible photocurrent for all lanes is then 
only 15 µA. This current Iph,N is closely related to 
the short-circuit current Isc (Fig. 1c), which is 
given by the optical power Pin,PIN arriving at a 
PIN element of the energy harvester.  

Given for example the 4 lanes used in the 
present experiment and a ROP of -25 dBm for 
signal reception at low BER, a photocurrent of 
126 µA would have to be supplied. For this, a 
feed power of slightly less than 12 dBm is 
required, corresponding to a dropped power of 
~6 dBm per modulator. The provision of the 
photocurrent for the given implementation of the 
energy reclamation circuit will also determine 
the dynamic range for signal reception, as will 
be discussed shortly. It shall also be 
underscored that the passive star coupler 
preceding the PIN stack represents a 
wavelength-agnostic feed distribution network 
that operates independently of the transmitter 
wavelengths. This, however, leads to the 
highest signal distribution loss and thus limits 
the accomplishable Pin,PIN and the permissible 
photocurrent Iph,N. In case that the 
communication lanes should adopt CWDM, a 
similar approach can be followed for the feed 
distribution network, thus greatly increasing Iph,N 
while reducing the required feed power. 

For comparison, Fig. 1c also presents the V-I 
characteristics of a single PIN photodiode. The 
generated voltage under no load is 0.55V, while 
currents beyond 1 mA can be accomplished due 
to the absence of the 64-way split. 

Experimental Multi-Lane Interconnect 
Figure 2a presents the experimental setup that 
resembles a bidirectional interconnect. Based 
on the availability of high-speed directly 
modulated lasers (DML), up to 4 lanes have 

 

Fig. 2: (a) Experimental setup. (b) Optical emission spectra for the two sets of four DMLs. (c) Optically generated APD bias. 
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been implemented. Two sets of four DMLs at 
~1550 nm (Fig. 2b), featuring a launch power of 
10 dBm, have been employed as 10 Gb/s 
transmitters in either direction. The transmitter 
configuration (τ) is chosen in a way that an 
additional 50/50 coupler appended to the DML 
emulates the function of an externally-sourced 
micro-ring modulator, which drops the extinct 
light output to the APD bias generator (Γ). For 
the latter, a 64×64 configuration with 64 
photovoltaic PIN diodes has been chosen. The 
average insertion loss over the compound 4×4 + 
16×16 stage was 19.7 dB. The scavenged 
modulation drop is converted to a high bias Vapd, 
which supplies the photodiodes of four APDs at 
the receiver (ρ), whereas the corresponding TIA 
is supplied by a local 3.3V rail. The commercial 
10G APDs were rated for a typical sensitivity of 
-25.5 dBm. The 10 Gb/s data signals at the far 
end of the lanes (Φ) are fed over a short ribbon 
cable and delivered to the APD+TIA receivers. 
This allows an investigation of the overload 
conditions of the bias generator for higher 
received power levels. Finally, the transmission 
performance as function of the ROP is acquired 
through real-time BER testing. 

Results and Discussion 
The generated APD bias for a 1-, 2- and 4-lane 
configuration is presented in Fig. 2c. The APD 
bias is rather independent of the number of 
lanes: the beneficial increase in feed power is 
eroded by the provision of an equally increased 
aggregated APD photocurrent. It falls below 15V 
for a ROP of about -20 dBm as the total 
photocurrent cannot be longer sustained. The 
slightly worse performance of the 1-lane link (▲) 
is explained by unfortunate excess loss of the 
feeding channel within the power splitting 
network that feeds the PIN stack of the energy 
harvester, and the missing ability to average out 
excess loss due to the single feed channel. 
 Figure 3b shows the BER performance for a 
4-lane interconnect. For an electrically supplied 

APD bias the reception sensitivity was -24.3 
dBm (×). The penalty was 0.2 dB when instead 
using the energy reclamation circuit to supply 
the 4 APDs (▲,●,■,). The correct operation is 
further evidenced by the eye diagrams that have 
been appended to Fig. 3b. However, due to the 
aforementioned drop in APD bias for a higher 
ROP, the dynamic range is limited: The BER of 
10-10 is surpassed at an increased ROP of -20.3 
dBm (▲,●), limiting the dynamic range to 3.6 
dB. However, this reflects the current situation in 
intra-datacenter links, whose dynamic range is 
restricted by an already low optical budget of up 
to ~6 dB, while for the current scheme the same 
optical budget can be significantly boosted to 
~28 dB at 10 Gb/s by virtue of the APD gain. 
 Figure 3c reports the BER for a 1- () and 2-
lane (●,■) interconnect. The reception 
sensitivities were -23.7 and -23.3 dBm, 
respectively, and thus remained within a 1-dB 
range. The dynamic range for all lanes is 
summarized in Fig. 3d for all three link 
configurations and two reference BER levels. As 
for the reception sensitivity, we found a 
performance that is widely independent of the 
number of communication lanes. 

Conclusions 
We have experimentally evaluated the 
generation of an APD bias of ~25V by means of 
shared (up to 64 lanes) photovoltaic power 
conversion circuit for locally dropped optical 
data signals. We showed a negligible penalty 
(0.2 dB) with respect to electrically biased APD 
receivers, with sensitivities (-24.1 dBm at 10 
Gb/s/lane, 4 lanes) being widely independent on 
the number of communication lanes. The APD-
enabled improvement in sensitivity can be 
beneficially used to extend the loss budget while 
unleashing new datacenter architectures. The 
present limitation in dynamic range (4.2 dB) 
requires a re-design for the energy reclamation 
circuit towards driving a higher photocurrent, as 
associated with higher ROP levels. 

   
Fig. 3: BER performance for (a) 4-lane and (b) 2- and 1-lane link with optical APD bias generation. (c) Dynamic range. 
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