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Abstract High-speed self-reconfiguration and key slicing for 100 Gbps multi-user hardware encryptor
have been successfully implemented. The reconfiguration time of 16.7 ms with the encryption through-
put of 160 Gbps has been reported. The reconfiguration rate was 676.01 CLB/ms, and the total system
latency was 817.6 ns. ©2022 The Author(s)

Introduction
As the amount of information transported over
Optical Transport Networks (OTNs) escalated,
network solutions supporting large bandwidths
became a necessity, and many vendors started
adapting their products to align with this trend[1].
An increase in the amount of information flow-
ing through the networks also raised concerns
regarding the security vulnerabilities, and so, re-
search to encrypt and decrypt high bandwidth
networks became important. The multi-user and
dynamic nature of the large networks requires so-
lutions to be highly programmable and flexible[2],
as well as support high bandwidth capabilities[3].
In addition, encryption solutions can be combined
with Quantum Key Distribution (QKD) for uncondi-
tional security, and flexibility is needed based on
the secret key rates (SKR)[4]. However, current
solutions fail to provide flexible security and high
transmission capabilities together.

The important commercial hardware encryp-
tors available today could be listed as ADVA’s
FSP3000[5] and ID Quantique (IDQ)’s CN9000[6],
where both devices were QKD-enabled and
utilise firmware-locked Advanced Encryption
Standard (AES)-256 based 100 Gbps encryp-
tion. The highest throughput programmable Field
Programmable Gate Array (FPGA) encryptor has
been reported in[7], where a 98.8 Gbps encryp-
tion rate with 164.14 ms reconfiguration time was
achieved. Also, other fast reconfiguring FPGA
encryptors were reported in[8],[9] where reconfig-
uration times were in the range of 49.1 ms -
141 ms and throughput ranges were 2.74 Gbps
- 24.9 Gbps.

In this work, we demonstrate a QKD-enabled
reconfigurable hardware encryptor/decryptor sys-
tem of up to 100 Gbps Ethernet bandwidth, which

provides flexibility by allowing different encryp-
tion schemes and interfaces for key generation
sources to co-exist together for multiple clients in
the same chipset. To ensure minimum data de-
lay/loss during the dynamic encryption switching
process, fast dynamic self-reconfiguration capa-
bilities have been introduced. To our knowledge,
our new architecture implementation is the fastest
reconfiguring hardware encryptor with the largest
transmission capacity in the literature. The theo-
retical encryption throughput can reach 160 Gbps
for 100G Ethernet interface with reconfiguration
times of 24.1 ms for decryption and 16.7 ms for
encryption blocks. The reconfiguration rate has
been recorded up to 676.01 Configurable Logic
Block (CLB)/ms, and total system latency could
be as low as 817.6 ns for a single Ethernet frame.

Self-Reconfiguring and Key Slicing Multi-User
Hardware Encryptor
Previously, we have demonstrated a pro-
grammable hardware encryptor for 100 Gbps Eth-
ernet in[10],[11] of 160 Gbps encryption rate and
91.3 Gbps network throughput with reconfigura-
tion times of 2 s to 2.6 s. However, the recon-
figuration times were impractical for rapid change
of encryption schemes between multiple clients.
Also, the support for interfacing multiple QKD and
key exchange systems was not considered. For
instance, keys had to be generated by a sin-
gle key exchange protocol, and different key ex-
change protocols such as BB84[12] and BBM92[13]

could not be used together.
In this work, the proposed system has been

designed to provide fast reconfiguration speeds
while providing a high-data rate and key slic-
ing for multi-users. Key slicing can be defined
as allowing users to encrypt data with different
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Fig. 1: Dynamically Self-Reconfigurable and Key Slicing Encryptor Architecture

keys from different key sources in the same hard-
ware. Thus, independent assignment of Key Man-
agement Systems (KMS) to different clients, and
co-existence of multiple key exchange devices
across multiple clients is possible. Our system
can be seen in Fig. 1. We have used the Xil-
inx VCU108 FPGA board to implement the sys-
tem. Our design supports up to 16×10 Gbps
clients, which are connected via Small Factor
Pluggable (SFP) transceivers located on 2 FPGA
Mezzanine Cards (FMC). For the 100 Gbps link,
a Quad-Small Factor Plugable (QSFP) have been
used. Xilinx 10G/100G Ethernet and PCI-Express
(PCIe) DMA/Bridge subsystems IPs have been
used to implement the interfaces. Network Ag-
gregation module handles frame synchronisation,
10G to 100G interface conversion and Round-
Robin based multi-user frame scheduling.

Internal Configuration Access Port (ICAP)
has been used to enable the dynamic self-
reconfiguration for clients. ICAPs are provided in
Xilinx FPGAs to allow users to internally change
the configuration of a fabric block inside the
FPGA[14]. Thus, partially reconfigured FPGAs
can be reprogrammed rapidly by providing con-
figuration files to the ICAP pins. Change in the
encryption scheme is noticed by the local self-
programming agent, which loads the configura-
tion file via PCIe through a fully pipelined path.
Key slicing for each client has been implemented
by extending the key handler support up to 16
users. Each client has a dedicated Block Ran-
dom Access Memory (BRAM) block named Key
Register Bank and independently filled via FPGA
agent by the KMS.

Results: Algorithm Reconfiguration Times
In this work, we are reporting the 24.1 ms recon-
figuration times for the decryption block, which

had 34782 Look Up Table (LUT), 626 BRAM and
8110 CLB. For the encryption block, the recon-
figuration time is reported as 16.7 ms, where
60709 LUT, 50 BRAM and 10884 CLB were lo-
cated. Encryption and Decryption configuration
bin file sizes were 6.7 MB and 9.6 MB, respec-
tively, and Xilinx ICAP reconfiguration through-
put was limited at 400 MBps. The reconfigu-
ration times have been measured by using the
timer functionality of the Xilinx XDMA Drivers. Re-
configuration rates for the encryption block were
676.01 CLB/ms, and for the decryption block, it
was 336.5 CLB/ms. Partial reconfiguration blocks
(PBlocks) of the design can be seen in Fig 2.

A comparison of reconfiguration times between
our previous works can be seen in Fig.3, where
11 s for both encryption and decryption were
achieved in[10], in[11] 2 s for the encryption, 2.6 s
for decryption were implemented, and this work
reports 24.1 ms for the decryption and 16.7 ms for
the encryption. Therefore, reconfiguration times
were reduced by around 119% for the encryption
and 107% for the decryption.

Results: Encryption Overhead
The latency impact of the 10G/100G interfaces,
encryption schemes and network aggregation on
time per frame have been measured. Results
were obtained by employing a counter to cap-
ture the time between the beginning and end of
a frame after each module. Each configuration

Fig. 2: Partial Reconfiguration Blocks inside the FPGA fabric-
Virtex UltraScale XCVU095-2FFVA2104E FPGA
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Fig. 3: Time Required to Reconfigure the FPGA

has been tested with 1518 B, and 64 B Ethernet
frame sizes and results can be seen in Tab. 1.

No encryption (Plain) could be assumed for the
time it took for aggregation/dis-aggregation and
scheduling, and it was measured as 92.8 ns for
the smallest Ethernet frame (64 B) and 678.4 ns
for the largest frame (1518 B). The impact of the
XOR was only extra 1-2 clock cycles (6.4 ns) due
to the additional synchronisation registers. Mean-
while, AES-256 implementation needed 307.2 ns
for encrypting the 64 B while the 1518 B frame
took 1030.4 ns. Thus, AES-256 was added be-
tween 67 (214.4 ns) and 110 (352 ns) clock cy-
cles. The difference between AES variations was
observed to be 8 clock cycles (25.6 ns), and each
standard round of the AES implementation took
4 clock cycles (12.8 ns). On the other hand,
Camellia-256 has been the quickest encryption
scheme due to fewer pipeline registers, and the
latency between 243.2 ns - 966.4 ns which corre-
sponds to 47 and 90 additional clock cycles, was
achieved. Each standard Camellia round took
2 clock cycles (6.4 ns). The additional pipeline
registers used to meet timing requirements re-
sulted in additional clock cycles in each encryp-
tion round.

Also, back-to-back (B2B) latency has been re-
ported for Xilinx 100G/10G Ethernet IPs and SFP
transceivers in Tab. 2. 100G IP latency was mea-
sured between 180.8 ns - 241.6 ns, and 10G IP
latency was 393.6 ns - 2171.2 ns. 30 cm single-
mode fibre has been used for this measurement.
Therefore, the lowest encryption latency intro-
duced for a single Ethernet frame could be as low

Tab. 1: Encryptor Internal Latency per Frame Transmission

Encryption Time per frame (ns)
Scheme Size: 1518B Size: 64B

Plain 678.4 92.8
XOR 681.6 99.2

Camellia-256 966.4 243.2
AES-128 979.2 256.0
AES-192 1004.8 281.6
AES-256 1030.4 307.2

Tab. 2: Interface B2B Latency per Frame Transmission

B2B Ethernet Time per frame (ns)
Interfaces Size: 1518B Size: 64B
100 Gbps 241.6 180.8
10 Gbps 2171.2 393.6

as 817.6 ns when Camellia-256 and 10G/100G
interface latencies are considered.

Results: Key Refresh Rates
Our encryptor supports a consumption rate of
27 keys/s corresponding to 6912 b/s for 256-bit
key[10]. This limit is imposed by the interfaces to
the software controller. With the current system
capability to host 16×10 Gbps clients, each client
could have keys refreshed in each 0.6 s. It means
a secret key rate (SKR) of 1.6 key/s per client and
less than 10 Gb of data encrypted with the same
key.

Previously[15], by employing the IDQ Clavis2
QKD system as the source of keys, the controller
delivered 1 key/s. By duplicating this configura-
tion with another QKD pair also delivering 1 key/s,
the SKR per client would be 1 key per 8 s and so
forth. Key slicing is limited in practical terms by
the amount of key sources available; besides, the
lower the number of connected clients, the faster
the SKR for the others.

Conclusion
To sum up, we have successfully implemented
high-speed self-reconfiguration and key slicing for
our QKD-enabled multi-user 100 Gbps Hardware
Encryptor. Our proposed design is unique in a
way that it allows the co-existence of interfaces
for different key generation devices and encryp-
tion schemes across multiple clients.

In addition, we are reporting the fastest recon-
figuring hardware encryptor with largest transmis-
sion capacity. Reconfiguration times of 24.1 ms
and 16.7 ms were reported for the decryption
and encryption blocks. The highest reconfigura-
tion rate was reported as 676.01 CLB/ms. Our
Camellia-256 implementation, the encryption la-
tency was observed between 243.2 ns - 966.4 ns,
and, the total system latency could be as low
817.6 ns for an Ethernet frame.
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