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Abstract A polarization-independent grating coupler, optimized for a low in-plane scattering and PDL
is presented. It comprises an array of ovals with zig-zag orientations and is compatible with a 0.25 µm
photonic BiCMOS technology. The wafer-averaged maximal PDL within a 20 nm bandwidth is 0.5 dB.
©2022 The Author(s)

Introduction

There is a continuing competition between in-
tensity modulated direct detection (IM-DD) and
coherent detection as candidates to deliver the
best solution for next generation data center in-
terconnects (DCI)[1]. It is predicted that IM-DD
will predominate in the next few years, but many
attempts to make coherent detection competitive
are ongoing. The focus is put on two crucial fac-
tors: 1) the minimization of the power consump-
tion and 2) the reduction of the transceiver cost.
With regard to the second factor, silicon (Si) pho-
tonic solutions are in the ascendant, exploiting
the possibility to realize electronic-photonic inter-
grated circuits (EPIC), using standard (Bi)CMOS
foundry processes[2]–[4]. For cost-effective, high-
volume manufacturing platforms, wafer-level test-
ing during technological development, during pro-
duction, and during subsystem assembly, is of
high importance[5]. Another decisive economic
factor is the packaging cost. Therefore, grating
couplers (GCs) are an established solution for op-
tical interfacing, offering both wafer-scale testing
capability and relaxed packaging tolerances. To
enable dual-polarization (DP) coherent formats,
polarization-splitting/combining 2D GCs are re-
quired. In this application field, the previous
knowledge about 2D GCs needs to be revisited,
especially with regard to the polarization han-
dling. In the past, we analyzed several aspects
that may prohibit the 2D GC’s adoption in the tar-
get context. We have found that the limited po-
larization splitting in 2D GCs is an issue, leading
to optical signal-to-noise-ratio (OSNR) penalties
and coupling efficiency limitations[6],[7]. Moreover,
the finite polarization split ratio is related to po-

larizations’ non-orthogonality with a strong wave-
length dependence[7]. In this paper, we show that
a deteriorated polarization splitting is directly re-
lated to a large polarization dependent loss (PDL)
at the receiver. Furthermore, we present a de-
sign approach, which is based on previously ac-
quired knowledge about the physical origins of
the polarization-related issues[8]. With our tech-
nique, a simultaneous optimization of the polar-
ization split ratio, the polarizations’ orthogonal-
ity and the PDL is possible. Compared to the
well-known PDL-optimized 2D GCs by Luxtera[2],
comprising a special scatterers’ shape (see also
Refs.[9]–[11]), the present design is distinguishable
by its simplicity, making it suitable for a fabrication
with a 248 nm deep UV lithography. Moreover, no
optical proximity correction is necessary, further
reducing fabrication costs. The proposed 2D GCs
may also be adopted in wavelength-division mul-
tiplexed (WDM) systems.

Optimization Method and Simulation Results
In the following, the working principle of our 2D
GCs will be explained. During the last years,
we investigated extensively the 2D GC’s cross-
polarization, that is, the conversion of a given in-
put polarization state to its orthogonal counter-
part. For instance, if we have a y-polarized in-
put field, the 2D GC converts it partially to a x-
polarized field, assigned as a cross-polarization,
see e.g. Fig. 1(a). In receiver-side 2D GCs,
where polarization diversity is given, different
combinations of a given target-polarization from
one channel with the cross-polarization from the
other channel will result. The most extreme
cases are for the polarization states, depicted in
Fig. 1(b). We assign them as an even- and
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Fig. 1: A comparison between 2D GCs with circular and zig-zag-tilted oval perturbing elements. (a) A definition of a target- and
cross-polarization, (b) a definition of an even- and odd-polarization. Coupling efficiency of a 2D GC with circular perturbing

elements (c) target- vs. cross-polarization, (d) even- vs. odd-polarization. Coupling efficiency of a 2D GC with zig-zag-tilted oval
perturbing elements (e) target- vs. cross-polarization, (f) even- vs. odd-polarization.

odd-polarization, depending on the symmetry of
the split field components. An even-polarization
is split to in-phase signals, e.g. a +x- and a
+y-polarization. An odd-polarization is decom-
posed in anti-phase signals, e.g. a −x- and
a +y-polarization. Accordingly, the superposi-
tion of a given target-polarization with the cross-
polarization from the other channel will be in-
phase or anti-phase. This results in a large PDL.
Reference simulations are carried out for a 2D
GC with circular perturbing elements. The 2D
GC couples light to 2◦-tilted 220 nm silicon-on-
insulator rib waveguides with a rib etch depth
equal to the grating etch depth (120 nm). The
grating’s perturbing elements have a 440 nm di-
ameter and a periodicity of 622 nm for a C-band
operation. The coupling angle at the symmetry
plane is 8◦. The target- and cross-polarization’s
coupling spectra can be seen in Fig. 1(c). The
corresponding even- vs. odd-polarization relation
is shown in Fig. 1(d) (y-component only, the x-
component is the same, due to symmetry) . High
levels of cross-polarization coupling can be ob-
served in parallel with a large even-to-odd PDL.

The presence of a cross-polarization in
receiver-side 2D GCs is a significant issue and its
diminishment is decisive to reach low PDL. To re-
duce the cross-polarization strength, its physical
background must be known. In a recent publica-
tion[8], we indicated in-plane scattering effects as
the origin of cross-polarization in 2D GCs. There-
fore, the reduction of the in-plane scattered fields
is crucial. If we look at the reference 2D GC, we
see that the perturbing elements are of identical
size and shape so that each object has an identi-
cal scattering pattern. The periodic arrangement
of the scattering objects with the same scattering
profile leads to an enhanced cross-polarization.
To avoid this, an abrupt change of the scattering

Fig. 2: An optimized 2D GC comprising a zig-zag-tilted ovals
array: (a) a schematic representation, (b) an exemplary array

after the reactive ion etch step.

pattern of adjacent objects can be advantageous.
Here, we propose an optimization approach to
reach that purpose, while keeping the perturbing
elements’ size, shape and periodicity constant.
First, elongated objects such as ellipses or ovals
may be chosen. Second, two adjacent elements
may be rotated by 90◦ to each other. An exem-
plary design may result in a zig-zag-tilted ovals
array as shown in Fig. 2. For an electromagnetic
wave, propagating in x- or y-direction, a forwards-
scattered field component will be superposed with
a backwards-scattered one. Ideally, both compo-
nents cancel each other. In reality, we pursue
a sufficient suppression of the in-plane scattered
fields and the corresponding cross-polarization,
which can be achieved by the proper choice of
the ovals’ short and long diagonal. In the follow-
ing example, it will be shown that this leads di-
rectly to a significant improvement of the PDL.
A possible design comprises a waveguide-grating
shear angle of 2◦, a grating period of 594 nm, an
etch depth of 140 nm, ovals with a short diag-
onal of 230 nm and a long diagonal of 320 nm.
The feature sizes are well compatible with the
248 nm deep UV lithography, available in our fab-
rication platform[4]. The coupling angle remains
8◦. Fig. 1(e) shows the simulated coupling ef-
ficiencies of the target- and cross-polarization of
this structure. Fig. 1(f) shows the corresponding
coupling spectra (y-component) of the even- and
odd-polarization. A significant cross-polarization
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Fig. 3: Optimized 2D GC comprising a zig-zag-tilted ovals array. (a) Exemplary measured coupling spectra of different
polarizations on a single chip. A zoom of the evaluation bandwidth from 1545 nm to 1565 nm is shown. (b) A wafer map and (c) a

histogram of the maximal PDL within the considered bandwidth.

suppression is achieved, which results directly in
a PDL below 0.5 dB in C-band. The coupling effi-
ciency of all polarizations is centered at 1550 nm
with a maximum of -4.1 dB. Another improved pa-
rameter is the transmitter-side orthogonality re-
lationship between the polarizations, originating
from both 2D GC arms[7]. In the reference model,
the absolute deviation from the azimuth orthogo-
nality state on the Poincaré sphere is > 20◦ within
C-band (similar to the structure in Ref.[7]). For the
optimized model, this deviation is < 3◦, ensuring
almost uniform polarization angles within C-band.

Experimental Results and Conclusions
Back-to-back test structures, comprising two 2D
GCs, connected by linear tapers and waveg-
uides, are fabricated in a 0.25 µm photonic BiC-
MOS technology on 200 mm wafers with a par-
tially processed backend of line stack. The stack
height has no importance for the current investi-
gation. The setup includes a tunable laser Agilent
81960A (1505 nm - 1625 nm), followed by a pro-
grammable polarization controller Agilent 8169A.
Cleaved single-mode fibers (SMF) are used for
in- and out-coupling. The signal is detected by
a power meter Agilent 81634B. For the accurate
power normalization, a slim photodiode S132Ce
is placed in front of both SMF facets to measure
the optical power loss in both off-chip paths, us-
ing a power meter PM100D by Thorlabs. Due to
the short Si waveguides, no waveguide loss is
considered. Full wafer measurements at a con-
stant height are carried out on a semi-automated
300 mm wafer probe system by Formfactor. The
fixed height does not correspond to the maximal
power coupling. Different polarization states are
scanned; for a fixed polarization state, a wave-
length sweep is carried out. The first and the last
measured spectra represent the same polariza-
tion state, and are used to control the coupling
stability in the end of the polarization sweep. The
PDL is determined in the following way. First, the
wafer mean maximum transmission wavelength

is found and 20 nm bandwidth around this wave-
length is fixed. In this wavelength range, the
maximal PDL is determined using 9 polarizations.
The number of polarizations was found sufficient
to find the maximal coupling efficiency difference
within the given bandwidth. Finally, the PDL is
averaged over the 61 chips on the wafer. Fig.
3(a) shows exemplary measured coupling spec-
tra of different polarizations with a zoom in the
considered bandwidth: the wafer-averaged cen-
tral wavelength is 1555 nm with a mean cou-
pling efficiency of -4.7 dB and a standard de-
viation σ of 0.2 dB. The 20 nm bandwidth con-
sidered for the PDL evaluation is from 1545 nm
to 1565 nm. Fig. 3(b),(c) shows a wafer map
and a histogram of the maximal PDL distribu-
tion. Because we could not use index-matching
gel on this setup, there is an uncertainty in the
PDL determination, caused by Fabry-Perot rip-
ples. To reduce their impact, the measured
curves are smoothed by a local regression fitting
algorithm. The wafer maximal root-mean-square-
error, representing the measurement uncertainty,
is 0.1 dB. The wafer-averaged maximal PDL in
the investigated wavelength range is 0.5 dB with σ

of 0.18 dB. Furthermore, 67 % of the wafer chips
have a maximal PDL < 0.55 dB. Possibilities for
further improvement of the fabrication process are
currently under investigation.

In summary, we presented a simple design
technique for 2D GCs for an improved polariza-
tion handling. Its feasibility was verified on wafer
scale, achieving an averaged maximal PDL of
0.5 dB within a 20 nm bandwidth. In spite of the
target application for DP coherent formats, the 2D
GC’s characteristics make it suitable for IM-DD
systems as well. Future work will focus on so-
lutions for O-band, which may be of interest not
only for IM-DD, but also for coherent DCIs.[12].
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