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Abstract The autoencoder concept for geometric constellation shaping is discussed. Applications in
coherent optical fiber communications are presented. Several popular training algorithms are compared.
The quantization problem of finite precision DAC and ADC is addressed. ©2022 The Author(s)

Introduction
Optical fiber wavelength division multiplexing
(WDM) communication systems are becoming
pressed to increase their spectral efficiency in
order to accommodate a higher throughput in
standard, single mode fibers. Spectral efficiency
close to the Shannon limit can only be achieved
through optimization of the modulation format, ei-
ther probabilistically or geometrically. Probabilis-
tic amplitude shaping (PAS) is a proven strategy
for increasing the spectral efficiency and provide
rate adaptivity[1]. However, as the line rates of
coherent transceivers increase beyond the 100-
Gbd range and the single-carrier speed exceed
1 Tbps, due to the serial nature of the distri-
bution matcher and dematcher, PAS may be-
come problematic for high-speed hardware im-
plementation[2]. Geometric constellation shap-
ing (GCS) presents a low-complexity alternative,
since conventional bit-interleaved coded modula-
tion (BICM) can in principle be supported by sim-
ply optimizing the locations of the constellation
points on the I/Q plane. Due to its versatility w.r.t.
the channel model employed, the autoencoder
(AE) concept is gathering traction as a method to
approach GCS.

The AE principle for communication was first
popularized for wireless[3] and Rayleigh fading
channels[4], but its popularity is increasing in the
optical communications community. It has been
applied for geometric shaping in several notable
scenarios, namely (a non-complete list):
• long-haul coherent communications for symbol-

wise[5] and then extended to bit-wise perfor-
mance maximization[6]–[8];

• robustness to phase noise[9]–[13];
• intensity modulation direct detection chan-

nels[14]–[16], including robustness to varying dis-
persion[17];

• joint GCS, pulse shaping, predistortion and ro-
bustness to other hardware impairments[18],[19],
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Fig. 1: Illustration of an autoencoder. The channel model
may be any function. When CE is used for training, the

decoder output are estimates of the posterior probabilities.

as well as joint GCS and PS[20];
• nonlinear frequency division multiplexing[21],[22].

In this paper, the AE principle is reviewed for
coherent communication and different training al-
gorithms are compared w.r.t. their performance.
The problem of quantization noise and how to ad-
dress it using an AE is also discussed.

Autoencoder training
An AE is composed of an encoder neural network
(NN), a decoder NN, and a channel model in be-
tween. The task of the encoder is to map the one-
hot encoded vectors u = [u (1) , u (2) , ...u (M)] of
size M onto symbols in the I/Q plane using some
linear or nonlinear transformation. The task of
the decoder is to provide estimates of the poste-
rior probabilities of the one-hot encoded vectors,
which coincide with the posterior probabilities of
the constellation symbols {p(x(i)|y), i = 1..M}
from the continuous channel observations y. An
illustration of an AE is given in Fig. 1. For commu-
nications applications, the AE is typically trained
using the cross-entropy (CE) cost function, which
in this case coincides with the conditional entropy
CE = H(X|Y ) = Ek [− log2 p(xk|yk)], where xk

and yk are the output of the encoder and input to
the decoder at the discrete time index k, respec-
tively. The achievable information rate (AIR) of the
system is estimated from the testing cost as the
mutual information (MI) between the channel in-
put and output I(X;Y ) = H(X) − H(X|Y ). The
CE cost function is well-justified because for a
fixed input distribution p(X), e.g. uniform, its min-
imization directly results in maximization of the
AIR. It is worth noting that the decoder NN es-
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sentially represents an auxiliary distribution q(x|y)
to the true posterior distribution p(x|y). The AIR
with the decoder NN is thus a lower-bound on the
channel capacity. Another lower bound can be es-
timated by replacing the decoder NN’s distribution
q(x|y) by any other function. A practically relevant
one and what is considered in this paper is given
by qG(x|y) ∝ p(x) · exp

(
− 1

σ2 |y − x|2
)
, known as

the Gaussian auxiliary channel, where σ2 is the
empirically estimated variance of the white Gaus-
sian noise.

The standard approach to train an AE is to use
back-propagation (BP) of gradients from the cost
function to the optimization variables, which are
the weights of the encoder and decoder NNs.
This approach is mathematically rigorous and es-
pecially in recent years with the explosion of the
development of automatic differentiation tools like
PyTorch and Tensorflow has become the bench-
mark. Two main drawbacks of this approach are
1) the channel model needs to be differentiable;
2) the channel model needs to be computationally
tractable. The first drawback gives rise to issues
when non-differentiable portions of the effective
channel need to be included. This is especially
the case for channel models that need to repre-
sent the true practical channel as well as possible.
One example is the classical blind phase search
(BPS) algorithm, wherein the argmax function
precludes computation of gradients. Another ex-
ample is performing optimization on experimental
setups. The second drawback gives rise to practi-
cal issues related to computing resources, espe-
cially GPU memory and running time for forward
and BP through the channel model. An exam-
ple here is a channel model described by the split
step Fourier method (SSFM) for solving the non-
linear Schrödinger equation for fiber propagation.
Each step in the SSFM is essentially a nonlinear
layer in a NN, and 100s of 1000s steps are neces-
sary for accurate description of a long-haul optical
fiber transmission. Each step needs to be stored
as part of the computational graph, which quickly
becomes infeasible. A solution to this problem is
to apply checkpoints at given instances of the for-
ward pass through the graph[22]. These can be
e.g. every 100 steps in the SSFM. The basic idea
is that the output of each checkpoint is stored,
and when performing the backpropagation, the
forward pass is re-computed in between check-
points instead of storing the output of each step.
Essentially, memory is traded-off for computation
speed.

Tab. 1: Comparison between AE training algorithms.
BP RL CKF

# of SSFM 1 20 2*#of weights
props. per batch ≈ 4500

# of epochs 30 45 40
for conversion

Processing serial serial parallel
TX and RX optimization joint iterative joint

Usable in experiment no yes yes
Require memory yes no no

for gradient

Both of these drawbacks can potentially be ad-
dressed with semi-heuristic optimization strate-
gies. Here, we focus on two such options. The
first relies on introducing a state space model for
the AE, and learning the AE weights using con-
ventional Bayesian inference. An example here is
the cubature Kalman filter (CKF), which was ap-
plied to learn an AE for a channel containing the
non-differentiable BPS algorithm[23]. In a nutshell,
the AE is represented with a state-space model,
and the parameters of the state-space represen-
tation, i.e. the NN weights, are estimated using
the CKF rules.

The second relies on the general class of ac-
tion/reward algorithms, in which many candidate
weight sets are transmitted through the forward
channel, and specific update rules are designed
to select the suitable candidates for the next itera-
tion. Examples here are genetic algorithms, the
reinforcement learning (RL) strategy[24] and the
model-free training concepts[25],[26].

We also mention the method of training a
generative-adversarial network (GAN)[27] for the
channel which is time consuming and complex,
but shows some promise for going around the dif-
ferentiability requirement of BP.

Results
We study a link of 1000 km, 5 WDM channels,
0.01 square-root cosine roll-off, 64QAM. A sum-
mary of the algorithms described above is given
in Table 1, together with a comparative estimate
of their computational complexity when applied
to learning an AE for communication through a
specific fiber link modeled using the SSFM. In all
cases, the encoder NN is a linear mapping to the
output and the decoder NN has a hidden layer of
32 nodes with the ReLU activation function. All al-
gorithms are pre-trained on a simple, shorter link
of 500 km and a large SSFM step of 10 km for
computation speed, and then a few epochs are
performed on the desired link of 10 spans with a
100 m SSFM step for convergence. For BP after
the pre-convergence, checkpointing is employed
at every 10 steps, corresponding to every 1 km.
The AE is trained to optimize the performance of
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Fig. 2: Comparison of training algorithms. The AWGN
channel-optimized iterative polar modulation[28] also plotted

for comparison.

one of the polarizations of the central channel,
indicated by the low pass filter (LPF) in Fig. 1.
The receiver also includes chromatic dispersion
compensation and static phase de-rotation. Both
polarizations of all channels are generated using
identical encoder NNs. In principle, joint shaping
and detection across polarizations and frequency
channels is straight-forward with AEs. In such
cases, special care must be taken with overfitting
the NNs due to the exponentially growing num-
ber of trainable parameters. The performance of
the three algorithms is given in Fig. 2 in terms
of the symbol-wise AIR with a Gaussian auxiliary
channel: i.e., a decoder NN is used to train the
AE with the CE cost, while in order to resemble
a more practical coded modulation scheme, the
Gaussian receiver is employed for testing. The
best performing algorithm is BP with a gain of 0.21
bits/4D w.r.t. square QAM. The RL and CKF per-
form similar to each other with a penalty w.r.t. BP
of 0.015 and 0.027 bits/4D, respectively.

One of the main potential drawbacks of GCS
w.r.t. PAS is the irregular projections of the points
on the I and Q axes of the plane, which may re-
quire a finer quantization. The quantization is-
sue is especially important at high effective sig-
nal to noise ratio (SNR) relative to the constella-
tion format size. That is, when the target AIR is
close to the entropy H(X). However, we men-
tion that shaping in general is more effective at
lower rates corresponding to the operating points
of powerful soft-decision FEC of overheads be-
tween 40% and 20%. The quantization noise may
be modeled using a uniformly distributed random
variable wq ∝ U[−D/2nQbits−1,D/2nQbits−1], where
nQbits are the number of quantization bits, and
D is an optimized dynamic range of the ADC and
DAC. Here, we assume D = 1.2 · maxi Re [x(i)].
For simplicity, an ideal, frequency flat quantiza-
tion noise is considered. The quantization noise
is added for each training and testing batch to
Re [y], Im [y], Re [x] and Im [x], assuming again
for simplicity identically distributed quantization
noise from DAC and ADC. The performance of
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Fig. 3: Effect of quantization noise on the shaping gain and
the optimized constellations using an AE.

the BP algorithm on a quantized channel mod-
eled using the NLIN model[6] is given in Fig. 3 for
256QAM, 5 channel, 10 spans x 100km in [bit-
s/QAM symbol]. For 5 bit-DAC and ADC, the GCS
gain deteriorates from ≈ 0.2 to ≈ 0.15 bits/sym-
bol. At 4 bits, the gain disappears, and at 3 bits
the optimized constellation tends to a rectangular
one, with a few distinct discrete points on each I
and Q, which we speculate converge on the op-
timum quantization level selection for the system
under test. This is left for future work to confirm.

Finally, we mention that in this paper, for the
sake of algorithm comparison the symbol-wise
MI and CE were discussed. Typically, coher-
ent optical communication systems employ a bit-
interleaved coded modulation (BICM), where the
bit-wise MI is of interest[29]. Optimization of an
AE targeting bit-wise performance can also be ap-
proached[6] and we do not expect that the conclu-
sions will be altered in that case.

Conclusions
Several training algorithms were compared for
AE-based GCS. When the channel model is dif-
ferentiable and reasonably simple, BP is the su-
perior choice. For complicated channels which
are still differentiable, BP can be applied using
checkpointing. For non-differentiable and exper-
imental channels, RL and CKF present decent al-
ternatives to BP with slight degradation in perfor-
mance. Finally, it was demonstrated that for no-
table shaping gains to be achieved with GCS w.r.t
256QAM, at least 5 bits ADC and DAC resolu-
tion is required. Experimental demonstrations of
the presented methods are of obvious interest for
confirming both the quantization analysis, and the
non-differentiable model support of RL and CKF.
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