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Abstract A Transformer-based alarm context-vectorization representation technique is proposed for 

alarm root cause identification and correlation analysis. Three common root alarms are identified with 

an accuracy of 94.47%, and other correlated alarms are obtained with quantified correlation degrees.

Introduction 

In optical networks, the alarm analysis is essen-

tial for network operation, administration, and 

maintenance. When a fault occurs, the alarm root 

cause identification is extremely important for 

fault location and troubleshooting. However, the 

modern network management system (NMS) of-

ten received massive false or nuisance alarms 

distributing in different network layers with differ-

ent severity levels, which brings great challenges 

to alarm root cause identification among these 

large amounts of redundant and intricate alarms. 

To overcome above challenges, several 

schemes have been proposed for alarm correla-

tion analysis and alarm root cause identification. 

They can be mainly classified into three types: 1) 

the case-based reasoning method that was 

based on the historical case base[1]; 2) the rule-

based method that relied on the correlative rule 

set and summarized engineer expertise[2]; 3) the 

graph-based method that was derived from an 

alarm knowledge graph[3]. However, there are 

two major problems in these methods in terms of 

the alarm representation. Alarm representation 

refers to a mapping from discrete alarms to nu-

merical data which can be easily processed by 

the model. The first is that the alarm representa-

tions of cases, rules, and graphs are strongly de-

pendent on the engineering knowledge and ex-

pertise, which have been summarized as the 

alarm information manual (AIM) in the form of text 

data. The second is all these alarm representa-

tions from cases, rules, or graphs can only be ab-

stracted into symbolic representations, such as 

the identity (ID) or abbreviated name of the alarm. 

This kind of symbolic representation cannot ex-

press the detailed description of the alarm con-

text in AIM, which leads to the original information 

loss and identification models degradation. Thus, 

the prospective alarm analysis is still desiring the 

more advanced techniques to develop the capac-

ity of intelligent operation without engineer inter-

vention, high-fidelity representation without infor-

mation loss, and accurate identification model 

without high complexity. 

Recently, with the rapid development of deep 

learning-driven natural language processing 

(NLP), the current technology can understand 

words and sentences like humans, and has the 

potential to replace engineers to construct exper-

tise. Accordingly, with the help of NLP, it is pos-

sible to directly use the alarm context as model’s 

input, and let the model ‘read’ sentences of each 

alarm context and ‘understand’ semantics for get-

ting a vector to identify root cause alarm. This 

kind of alarm representation based on context-

vectorization will retain the original information of 

multiple dimensions to the greatest extent, and it 

can also facilitate the use of downstream models. 

In this paper, the NLP technology is intro-

duced to vectorize the alarm context for high-fi-

delity alarm representation. The powerful BERT 

(Bidirectional Encoder Representations from 

Transformers) is adopted as pre-training model to 

vectorize the alarm context, and the Transformer 

Encoder is used to realize alarm root cause iden-

tification. Experimental results show that by the 

combination of alarm vector and Transformer En-

coder, three main root faults are identified with a 

satisfactory accuracy, and other correlated 

alarms are also digged out with quantified corre-

lation degrees. 

Operating Principle 

When a failure occurs in optical network, the MS 

will receive N alarms reported from multiple net-

work elements (NEs), and record them in the 

 

Fig. 1: Examples of alarm data and alarm context. 



 

 

alarm log, as shown in Fig. 1. In the alarm log, an 

alarm can only be represented by the alarm ID, 

alarm name, alarm severity, alarm source, and 

occurrence time. However, as mentioned above, 

these symbolic representations cannot accu-

rately characterize the alarm information. Hence, 

in our approach, the official alarm description in 

AIM is used to represent various alarms, which is 

called as alarm context in text form. In Fig. 1, the 

alarm context includes the alarm definition, alarm 

type, and impact on the system. The schematic 

diagram of alarm root cause identification 

scheme based on the context-vectorization rep-

resentation is illustrated in Fig. 2. First, we form 

an alarm transaction according to the occurrence 

time. Then, the model will directly read the alarm 

context for getting a vector to represent the alarm 

instead of symbolic representation from exper-

tise. Finally, an identification model suitable for 

vectorization alarm representation is imple-

mented. The whole structure consists of the fol-

lowing three modules. 

a) Alarm Encoder 

Alarm encoder is used to mine the alarm context 

and obtain vector representations, where the 

core is BERT model. BERT is a Transformer-

based machine learning technique for NLP pre-

training developed by Google[4]. It can dynami-

cally generate word vectors according to the se-

mantic of the word, solve the problem of polyse-

mous words, and contain the positional and se-

mantic information of the word to better express 

the information. Actually, BERT has been offi-

cially trained well by Google, and the parameters 

of the model are also open. Thus, the BERT pre-

trained model can be used to extract features 

from the alarm context. 

In our task, we input the words of the alarm 

context into the BERT model (see Fig. 2). The 

BERT model is powered by the multi-head self-

attention mechanism of Transformer Encoder to 

extract vector expressions. Then the word vec-

tors output by the model will be performed by 

MEAN_POOLING operation, and then the gener-

ated average matrix is the alarm vector[5]. In order 

to distinguish the same alarm in the transaction, 

after obtaining the vectorization representations 

of all alarms in the transaction, we also add the 

alarm vector and the embedded representation of 

the alarm NEs’ ID to get the final output of the 

alarm encoder, which is represented by ��. 

b) Transaction Encoder 

Transaction encoder is to learn the relationship 

among alarms to generate a transaction repre-

sentation, and give the higher weight to the 

alarms that are more similar to the root-cause 

alarm. We use the Transformer Encoder[6] model 

in this module, which is a fully parallel model 

structure, dispensing with recurrence and convo-

lutions entirely. It solely relies on attention mech-

anism to draw the global dependence between 

input and output, so that the output could pay 

more attention to root alarm. 

After extracting from Transformer Encoder, a 

new transaction representation ���
� , ��

� , … , �	
� 
 is 

obtained. And we use the weighted average to 

aggregate the alarm transaction. The weight here 

is the joint priority �� of the alarm severity and the 

alarm layer. The higher the alarm severity and the 

lower the alarm layer, the higher the priority, and 

vice versa. Finally, the alarm transaction repre-

sentation � is obtained: 
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c) Recognizer 

Recognizer is used to identify which alarm in the 

alarm transaction is a root alarm. The key to this 

module is using a simple dot product to estimate 

alarm-transaction correlation score. The formula 

is shown in Eq. (2). 
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Fig. 4: (a) the performance of Identification model; (b) each 
root alarm identifies F1-score vs. identification amount. 
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Fig. 2: Root cause alarm identification model based on the 

context-vectorization alarm representation. 



 

 

In the end, an alarm with the highest correlation 

score is more likely to be a root alarm. 

Experimental Results and Analysis 

In order to verify the effectiveness of our pro-

posed method, the alarm transaction data with 

the known root alarm labels were collected from 

the practical Packet Transport Network (PTN) 

provided by the operator. Total of 4950 and 1230 

alarm transactions are used for training and test-

ing, respectively. The maximum length of alarm 

transaction N is 15. The joint priority ��  of the 

alarm is composed of the alarm severity (Critical, 

Major, Minor, Warning) and the alarm layer 

(Physical, Data-Link, Tunnel, PW, Ethernet). The 

BERT pre-training model selects the BERT-Base 

with 768 dimensions released by Google[7]. 

First, six selected alarm representations 

based on context-vectorization are visualized in 

the form of heatmap, where different colours cor-

respond to different vector values, as shown in 

Fig. 3. Here, the three main root alarms and three 

corresponding correlated alarms learned from 

expertise and manual are displayed. Each alarm 

vector is extracted by BERT, and the 50 dimen-

sions of the 768-dimensional vector are dis-

played. It can be seen that every two vectors in 

the three groups (such as ETH_LOS and 

ETH_LINK_DOWN) look similar in the feature ex-

pression of the vectors. However, the vector ex-

pressions between different groups are distinctly 

different in many dimensions. In fact, by asking 

engineers and checking the alarm manual, we 

find out that the two alarms in the group do have 

a strong correlation, and it is also reflected in the 

context description of the alarm definition or im-

pact. Meantime, we also learned from the manual 

that alarms such as ETH_LOS and NE_NOT-

_LOGIN is irrelevant in many ways. Correlative 

alarms do have similar feature expressions and 

irrelevant ones are not. The eigenvector repre-

sentation generated by our method produces a 

similar awareness of the alarm to humans, 

demonstrating that we use context to represent 

alarms is effective, and the method of under-

standing context content and generating vectors 

through advanced language models can better 

represent the alarm. 

During the training process the model can be 

converged after 120 steps. Then the trained 

model is used to identify 1230 alarm transactions 

for test. The identification accuracy is 94.47% 

and loss is 0.834, as shown in Fig. 4(a). Through 

statistical analysis, it is found that root alarms are 

mainly concentrated into three types: ETH_LOS, 

NE_NOT_LOGIN, IN_PWR_ABN, and the statis-

tical results are summarized in Fig. 4(b). In the 

identification of each root cause alarm, our model 

can maintain an F1-score of ~0.95. Moreover, 

through calculating the correlation score from Eq. 

(2), we also figure out 5 derivative alarms with the 

quantified correlation degree for each root alarm, 

as shown in Fig. 5. It can be seen that the most 

relevant derivative alarms for the three root 

alarms are ETH_LINK_DOWN, NE_NOT-

_LOGIN, and R_LOS, which is consistent with 

the visualized vector results in Fig. 3, proving the 

effectiveness of the identification model using 

vectorized alarm representation in the task. 

Conclusions 

In this work, an NLP technology was introduced 

to vectorize the alarm context to represent the 

alarm. The obtained alarm representation is not 

only more accurate than the traditional symbolic 

representation, but also can replace the engineer 

to extract the expertise and read the alarm man-

ual. Three common root alarms were identified 

with an accuracy of 94.47%, and other correlated 

alarms were also found out with quantified corre-

lation degrees. 
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Fig. 5: The top five alarms correlated to (a) ETH_LOS; (b) 

NE_NOT_LOGIN; (c) IN_PWR_ABN. 

ETH_LINK_DOWN

MPLS_TUNNEL_LOCV

MPLS_PW_LOCV

MPLS_TUNNEL_SF

PW_APS_DEGRADED

Degree of Correlation

0.840

0.298

0.342

0.389

0.511

(a)          ETH_LOS

C
o

rr
e
la

ti
v
e
 A

la
rm

NE_COMMU_BREAK

MPLS_TUNNEL_LOCV

PW_APS_DEGRADED

PW_APS_OUTAGE

PWAPS_LOST

Degree of Correlation

0.861

0.159

0.311

0.445

0.589

(b)    NE_NOT_LOGIN

C
o

rr
e
la

ti
v
e
 A

la
rm

R_LOS

MPLS_PW_BDI

MPLS_TUNNEL_AIS

MPLS_TUNNEL_LOCV

PW_APS_OUTAGE

Degree of Correlation

0.829

0.249

0.424

0.557

0.658

(c)      IN_PWR_ABN

C
o

rr
e
la

ti
v
e
 A

la
rm

 
Fig. 3: Visualization (heatmap) of the 50 dimensions of the 

alarm vector of 3 groups.  
Fig. 4: (a) The performance of Identification model; (b) 

Amount of identifications and F1-score for each root alarm. 
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