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Abstract We discuss the theoretical and practical aspects of high symbol-rate signal optimization 

techniques for realizing a >1-Tbps/λ long-haul transmission system. We also review the key 

technologies for transmitting the high symbol-rate signal such as modulation format design, bandwidth 

extension techniques, and equalization schemes. 

Introduction 

Large-capacity, cost-effective optical transport 

networks with digital coherent transceivers are 

increasingly essential for the rapid growth in 

communication traffic. Transmission capacity per 

wavelength (capacity/λ) must be increased to 

accommodate high-capacity client signals such 

as next-generation Ethernet[1] without increasing 

the number of transceivers. 

To further improve the capacity/λ, the symbol-

rate and modulation order must be increased. A 

high order quadrature amplitude modulation 

(QAM) with high spectral efficiency is achieved by 

exponentially increasing the signal-to-noise ratio 

(SNR). Significant SNR improvement is difficult 

due to the limitations of fibre nonlinearity[5] 

although there have been many studies on 

improving the SNR of the optical transmission 

line (e.g., low loss and low nonlinearity fibre with 

low noise optical amplification scheme[2], optical 

phase conjugation[3], and digital 
backpropagation[4]). In contrast, based on the 

Shannon theorem, high symbol-rate signalling 

ideally does not change the required SNR. 

Therefore, high symbol-rate signalling is a 

promising way to increase the capacity/λ for long-

haul transmissions. 

Figure 1 shows transmission experiments with 

high symbol-rate signals. The colour scale 

reflects the symbol-rates. A 120-GBaud 1-Tbps/λ 

wavelength-division multiplexing (-WDM) signal 

transmitted over 800 km[6] and a 168 GBaud 1.3- 

Tbps/λ signal transmitted over 200 km[7] using an 

electrical bandwidth extension scheme[8, 9]. The 

highest net-data rate (1.61 Tbps/λ) transmitted 

over 80 km[10] using a 128-GBaud signal was 

generated with a high-speed silicon-germanium 

(SiGe) integrated digital-to-analogue converter 

(DAC)[11]. As Fig. 1 shows, both capacity/λ and 

transmission distance are improved by high 

symbol-rate signals over 100 GBaud. 

In this paper, we discuss the theoretical and 

practical aspects of transmitting high symbol-rate 

signals beyond 1 Tbps/λ for long-haul application. 

We also review key technologies for high symbol-

rate signal transmission such as modulation 

format design, bandwidth extension techniques 

and equalization schemes. We introduce our 

work on 1.3-Tbps/λ transmissions over 200 km[7] 

with probabilistic constellation shaping (PCS), an 

integrated optical module, and an optical 

equalization (OEQ)-aided digital pre-equalization 

technique. 

Theoretical and practical aspects of high 

symbol-rate signals 

Per the Shannon theorem, the upper bound of 

capacity/λ of the polarization multiplexed signal in 

an additive white Gaussian noise (AWGN) 

channel is calculated by the SNR and signal 

bandwidth of the system as  

𝐶 = 2𝐵log2(1 + SNRsystem), (1) 

where 𝐶  is the capacity, 𝐵  is the signal 
bandwidth, and SNRsystem is the total SNR of the 

optical transmission system. In a Nyquist-shaped 

signal with a small roll-off factor <0.01, the signal 

bandwidth is approximately equal to the symbol 

rate. Figure 2(a) shows the capacity as a function 

of the SNR in each symbol rate. Under an ideal 

condition, the SNR required to achieve 1 Tbps 

can be reduced by ~16 dB by increasing the 

symbol rate from 64 GBd to 192 GBd. A high 

symbol-rate signal is suitable for long-haul 

transmission while a high symbol-rate signal 

128 GBd

168 GBd

120 GBd
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Fig. 1: Net-data rate per wavelength as a function of 
transmission distance 



decreases the capacity per fibre in a WDM 

system at the same capacity/λ as shown in Fig. 

2(b). In addition, ultra-wideband transmission[12] 

such as S-, C-, and L-band WDM is effective to 

improve the capacity per fibre even for high 

symbol-rate signal. 

The system SNR for the optical transmission 

as shown in Fig. 3 can be expressed as, 

1

SNRsystem

=
1

SNRTRx

+
1

SNRLink

, (2) 

where SNRTRx is the SNR of the transceiver, and 

SNRLink is the SNR of the transmission link. In the 

following, the symbol-rate dependences of the 

SNRTRx  and the SNRLink  are described in a 

practical optical transmission system. SNRLink 

depends on amplified spontaneous emission 

(ASE) noise from the optical amplifiers and fibre 

nonlinearities in the optical line as shown in the 

following equation: 

1

SNRLink
=

1

SNRASE,link
+

1

SNRNL
, (3) 

where SNRASE,link is the SNR per unit frequency of 

the optical signal and the ASE noise in the 

transmission link, and SNRNL  is the nonlinear 

interference that is not compensated. The optical 

ASE noise is generally measured by an optical 

spectrum analyser as the optical signal-to-noise 

ratio (OSNR). The relationship between the 

SNRASE  and the OSNR for the polarization 

multiplexed signal is as follows[13]: 

SNRASE =
𝐵𝑟𝑒𝑓

𝑅𝑠
OSNR, (4) 

where 𝐵𝑟𝑒𝑓 is the reference noise bandwidth and 

𝑅𝑠 is the symbol rate of the signal. Note that the 
bandwidth 𝐵𝑟𝑒𝑓 with 0.1 nm is commonly used in 

optical transmission[13]. In a WDM transmission 
scenario, SNRASE,link  is independent of the 

symbol rate of the signal when the optical 

amplification bandwidth of the WDM signal does 

not change such as a full C band configuration. 

This is because the OSNR improves by 

increasing the symbol rate of the signal at the 

condition of the same amount of ASE noise in the 

amplification bandwidth while not increasing the 
SNRASE,link  (see Eq. 4). Therefore, the required 

SNR can be effectively improved by increasing 

the symbol rate (shown in Fig. 2) under the 

presence of ASE noise in the transmission link. 

The SNRTRx  in Eq. (2) depends on electrical 

noise such as that from a DAC, an analogue-to-

digital converter (ADC), a driver amplifier (DRV), 

a trans-impedance amplifier, residual inter-

symbol interference (ISI), and optical ASE noise 

from optical amplifier. This dependency can be 

described as 

1

SNRTRx

=
1

SNRTx

+
1

SNRRx

+
1

SNRISI

+
1

SNRASE,Tx

, 
(5) 

where SNRTx  and SNRRx  are electrical noise in 

transmitter and receiver sides, respectively, and 

SNRISI is the SNR degradation caused by residual 

ISI at the condition of minimum mean-squared 

error (MMSE) equalization[14]. The amount of the 

optical ASE noise in the transmitter depends on 

the output power from the optical modulator. 

SNRASE decreases based on how the symbol rate 

increases unless the input power for the 

modulator, DAC-output power and/or DRV gain 

does not improve. Moreover, the DAC-output 

power and the DRV gain generally decrease in 

the high-frequency region. Bandwidth limitations 

of the electrical and optical device also cause 

severe residual ISI at the receiver based on 

MMSE equalization. A Digital pre-equalization 

scheme[15] can mitigate the residual ISI, but it 

degrades SNRTx  because the peak-to-average 

power ratio increases the DAC input signal. Thus, 

the modulation format, high-speed signal 

generation, and the equalization scheme should 

be optimized for high-capacity and long-haul 

transmissions because increasing the symbol 

rate while maintaining the SNRTRx  is challenging 

with only digital signal processing techniques. 

Key technologies for high symbol-rate signal 

transmission 

The system SNR must be maximized to improve 

the transmission capacity and distance by 

optimizing the parameters in a practical optical 

transmission system. Key technologies for high 

symbol-rate signal transmission are described in 

this section, such as modulation format design 

using PCS, high-speed signal generation 
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Fig. 2: Achievable capacity: (a) capacity per wavelength 
versus SNR in each symbol rate and (b) capacity per 
fibre versus symbol rate in 1-Tbps/λ WDM system. 
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Fig. 3: System model of optical transmission. 



methods with an electrical bandwidth extender, 

and equalization techniques. 

The capacity derived from Eq. 1 is an upper 

bound of mutual information in the AWGN 

channel with a Gaussian constellation 

configuration. PCS with a probabilistic amplitude 

shaping (PAS) scheme[16] can approach near the 

theoretical limits with a practical soft-decision 

forward error correction code. The PAS scheme 

can set various information rates by changing the 

probability distribution of the constellation points. 

A net-data rate per wavelength at a polarization 

multiplexed signal is obtained as 

𝐶𝑝𝑐𝑠 = 2[𝐻 − 𝑚(1 − 𝑅𝑐)]
𝑅𝑠

1 + 𝑃𝑂𝐻/100
 , (6) 

where  𝐻 is the entropy of constellation per QAM 

symbol, 𝑅𝑐  is the FEC code rate, 𝑚  is the bit 

number of the base constellation, 𝑅𝑠  is the 

symbol rate, and 𝑃𝑂𝐻  is the pilot overhead. To 

achieve a target net-data rate for an ideal 

transceiver with enough analogue bandwidth and 

optical power, increasing the symbol rate (or 

decreasing the entropy) reduces the required 

SNR at the same net-data rate (see Fig. 2). 

However, the system SNR in the practical 

transceiver decreases as the symbol rate 

increases, as explained in the previous section. 

Therefore, the entropy and the symbol rate must 

be optimized with the PCS scheme to improve 

the transmission capacity and distance. 

Bandwidth extension schemes that generate 

high symbol-rate signals from multiple low-speed 

signals without degrading the SNR have been 

proposed in the optical[17, 18] or electrical[8, 9, 19] 

domain to overcome the bandwidth limitations of 

a complementary metal oxide semiconductor 

(CMOS) DAC. The bandwidth extension scheme 

in an optical domain has more bandwidth 

scalability than that in an electrical domain 

because it uses multiple optical modulators. In 

contrast, an electrical domain bandwidth 

extension technique based on a high-speed 

device that uses a compound semiconductor 

such as indium phosphide (InP) is a promising 

scheme for a cost-effective transceiver because 

it makes possible to increase transmission 

capacity without increasing the number of optical 

devices. 

In the electrical bandwidth extension scheme, 

the bandwidth limitations of the high-speed signal 

interconnection among the DACs, driver 

amplifiers, and an in-phase-and-quadrature 

modulator (IQM) through coaxial cables makes 

implementation challenging. Thus, an integrated 

ultra-broadband electro-optical frontend module 

has been developed with an analogue bandwidth 

multiplication function[20, 21]. The integrated 

module shown in Fig. 4 doubles the symbol rate 

without increasing the interconnection speed 

between each sub-DAC and the module because 

it consists of an analogue multiplexer with driver 

amplifiers (AMUX-DRVs) and an IQM based on 

InP technologies[21, 22]. The module has 

successfully generated and detected 192-GBaud 

quadrature phase-shift keying (QPSK) and 160-

GBaud 8QAM signals[20]. 

An OEQ scheme combined with precise 

digital equalization[23] should be utilized to 

suppress noise enhancement and residual ISI. 

Figure 5(a) shows optical spectra with optimized 

digital pre-equalization for our OEQ-aided digital 

pre-equalization technique (blue dotted line) and 

the applied the OEQ-aided digital pre-

equalization technique (red line). The net rate of 

a 1.3-Tbps/λ signal transmission with PCS-

64QAM over 2×100-km pure-silica-core fibre 

under a full C-band (4.2-THz) WDM condition has 

successfully been demonstrated using the OEQ-

aided digital pre-equalization technique with the 

integrated module[7] as shown in Fig. 5(b). 

Conclusions 

We discussed the theoretical and practical 

aspects of transmitting high symbol-rate signals 

beyond 1-Tbps/λ for long-haul application. A 

high-symbol rate signal that theoretically has a 

high noise tolerance is indispensable for >1-

Tbps/λ long-haul transmissions. To achieve 

practical optical transceivers with high symbol 

rates will require not only improvement of device 

technology but also establishment of 

sophisticated modulation format, a bandwidth 

extension scheme, and an OEQ-aided digital pre-

equalization technique. 
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Fig. 4: High speed optical transmitter based on 
integrated ultra-broadband optical frontend module 

-150 -100 -50 0 50 100 150

Relative frequency [GHz]

without OEQ

with OEQ

O
p
ti
c
a
l 
p
o
w

e
r 

[5
 d

B
/d

iv
]

0.05-nm res.

0.87

0.88

0.89

0 100 200

N
G

M
I

Transmission distance [km]

(a) (b)

Before OEQ

After OEQ

Fig. 5: Experimental results of 1.3-Tbps PCS-64QAM: 
(a) optical spectra before/after OEQ and (b) NGMI 
versus transmission distance (NGMI limit: 0.857) 



References 

[1] Ethernet Alliance, “The 2020 Ethernet Roadmap,” 
[online] Available: https://ethernetalliance.org/technol
ogy/2020-roadmap. (2020). 

[2] Akihide Sano, Takayuki Kobayashi, Shogo Yamanaka, 
Akihiko Matsuura, Hiroto Kawakami, Yutaka Miyamoto, 
Koichi Ishihara, and Hiroji Masuda, “102.3-Tb/s (224 × 
548-Gb/s) C- and Extended L-band All-Raman 
Transmission over 240 km Using PDM-64QAM Single 
Carrier FDM with Digital Pilot Tone,” in Proc. 
OFC/NFOEC, PDP5C3 (2012). 

[3] Takeshi Umeki, Takushi Kazama, Akihide Sano, Kohki 
Shibahara, Kenya Suzuki, Masashi Abe, Hirokazu 
Takenouchi, and Yutaka Miyamoto, “Simultaneous 
Nonlinearity Mitigation in 92 × 180-Gbit/s PDM-16QAM 
Transmission over 3840 km Using PPLN-based 
Guard-band-less Optical Phase Conjugation,” Opt. 
Exp., 24(15), pp. 16945–16951, (2016). 

[4] Ezra Ip, “Nonlinear Compensation Using Backpropag
ation for Polarization-Multiplexed Transmission,” 
J. Lightwave Technol. 28(6), pp. 939–951 (2010). 

[5] Andrew D. Ellis, Jian Zhao, and David Cotter, 
“Approaching the Non-Linear Shannon Limit,” J. 
Lightwave Technol. 28(4), pp. 423–433 (2010). 

[6] Takayuki Kobayashi, Masanori. Nakamura, Fukutaro 
Hamaoka, Munehiko Nagatani, Hitoshi Wakita, Hiroshi 
Yamazaki, Takeshi Umeki, Hideyuki Nosaka, and 
Yutaka Miyamoto, “35-Tb/s C-Band Transmission 
Over 800 km Employing 1-Tb/s PS-64QAM Signals 
Enhanced by Complex 8 × 2 MIMO Equalizer,” in Proc. 
OFC2019, Th4B.2 (2019). 

[7] Masanori Nakamura, Fukutaro Hamaoka, Munehiko 
Nagatani, Hiroshi Yamazaki, Yoshihiro Ogiso, Hitoshi 
Wakita, Minoru Ida, Asuka Matsushita, Takayuki 
Kobayashi, Hideyuki Nosaka, and Yutaka Miyamoto, 
“1.3-Tbps/carrier Net-Rate Signal Transmission with 
168-GBaud PDM PS-64QAM Using Analogue-
multiplexed-integrated Optical Frontend Module,” in 
Proc. ECOC2019, Tu.2.D.5 (2019). 

[8] Hiroshi Yamazaki, Munehiko Nagatani, Shiaeru 
Kanazawa, Hideyuki Nosaka, Toshikazu Hashimoto, 
Akihide Sano, and Yutaka Miyamoto, “160-Gbps 
Nyquist PAM4 transmitter using a digital-preprocessed 
analog-multiplexed DAC,” in Proc. ECOC2015, 
PDP.2.2 (2015). 

[9] Fukutaro Hamaoka, Masanori Nakamura, Munehiko 
Nagatani, Hitoshi Wakita, Hiroshi Yamazaki, Takayuki 
Kobayashi, Hideyuki Nosaka, and Yutaka Miyamoto, 
“Electrical spectrum synthesis technique using digital 
pre-processing and ultra-broadband electrical 
bandwidth doubler for high-speed optical transmitter,” 
Electron Lett, 2018, 54, (24), pp. 1390-1391 

[10] Vinod Bajaj, Fred Buchali, Mathieu Chagnon, Sander 
Wahls, and Vahid Aref, “Single-channel 1.61 Tb/s 
Optical Coherent Transmission Enabled by Neural 
Network-Based Digital Pre-Distortion,” in Proc. 
ECOC2020, Tu1D.5 (2020). 

[11] Fred Buchali, Vahid Aref, Mathieu Chagnon, Karsten 
Schuh, Horst Hettrich, Anna Bielik, Lars Altenhain, 
Markus Guntermann, Rolf Schmid, and Michael 
Möller., “1.52 Tb/s single carrier transmission 
supported by a 128 GSa/s SiGe DAC,”, in Proc. 
OFC2020, Th4C.2 (2020). 

[12] Fukutaro Hamaoka, Masanori Nakamura, Seiji 
Okamoto, Kyo Minoguchi, Takeo Sasai, Asuka 
Matsushita, Etsushi Yamazaki, and Yoshiaki Kisaka, 
“Ultra-Wideband WDM Transmission in S-, C-, and L-

Bands Using Signal Power Optimization Scheme,” J. 
Lightwave Technol. 37(8), pp. 1764-1771 (2019). 

[13] René-Jean Essiambre, Gerhard Kramer, Peter J. 
Winzer, Gerard J. Foschini, and Bernhard Goebel 
“Capacity Limits of Optical Fiber Networks,” J. 
Lightwave Technol. 28(4), pp. 662–701 (2010). 

[14] Antonio Napoli, Mahdi M. Mezghanni, Talha Rahman, 
Danish Rafique, Robert Palmer, Bernhard Spinnler, 
Stefano Calabro, Carlos Castro, Maxim Kuschnerov, 
and Marc Bohn, “Digital Compensation of Bandwidth 
Limitations for High-Speed DACs and ADCs,” J. 
Lightwave Technol. 34(13), pp. 3053–3064 (2016). 

[15] Pablo Wilke Berenguer, Markus Nolle, Lutz Molle, 
Talha Raman, Antonio Napoli, Colja Schubert, and 
Johannes Karl Fischer, “Nonlinear Digital Pre-
distortion of Transmitter Components,” J. Lightwave 
Technol. 34(8), pp. 1739 - 1745 (2016). 

[16] Georg Böcherer, Fabian Steiner, and Patrick Schulte, 
“Bandwidth Efficient and Rate-Matched Low-Density 
Parity-Check Coded Modulation,” IEEE Trans. 
Commun., 63, (12), pp. 4651-4665 (2015). 

[17] Rafael Rios-Müller, Jeremie Renaudier, Patrick 
Brindel, Haik Mardoyan, Philipe Jennevé, Laurent 
Schmalen, and Gabriel Charlet, “1-Terabit/s Net Data-
Rate Transceiver Based on Single-Carrier Nyquist-
Shaped 124 GBaud PDM-32QAM,” in Proc. OFC2015, 
Th5B.1 (2015). 

[18] Hiroshi Yamazaki, Masanori Nakamura, Takashi Goh, 
Toshikazu Hashimoto, and Yutaka Miyamoto, 
“Transmitter Bandwidth Extension Using Optical Time-
Interleaving Modulator and Digital Spectral Weaver,” in 
Proc. OFC2020, T4G.1 (2020). 

[19] Xi Chen, Sethumadhavan Chandrasekhar, Sebastian 
Randel, Greg Raybon, Andrew Adamiecki, Peter 
Pupalaikis and Peter J. Winzer, “All-electronic 100-
GHz bandwidth digital-to-analog converter generating 
PAM signals up to 190-GBaud,” in Proc. OFC2016, 
Th5C.5 (2016). 

[20] Masanori Nakamura, Fukutaro Hamaoka, Munehiko 
Nagatani, Yoshihiro Ogiso, Hitoshi Wakita, Hiroshi 
Yamazaki, Takayuki Kobayashi, Minoru Ida, H. 
Nosaka, and Y. Miyamoto, “192-Gbaud Signal 
Generation Using Ultra-Broadband Optical Frontend 
Module Integrated with Bandwidth Multiplexing 
Function,” in Proc. OFC2019, M4I.4 (2019). 

[21] Munehiko Nagatani, Hitoshi Wakita, Hiroshi Yamazaki, 
Yoshihiro Ogiso, Miwa Mutoh, Minoru Ida, Fukutaro 
Hamaoka, Masanori Nakamura, Takayuki Kobayashi, 
Yutaka Miyamoto, Hideyuki Nosaka, “A Beyond-1-Tb/s 
Coherent Optical Transmitter Front-End Based on 
110-GHz-Bandwidth 2:1 Analog Multiplexer in 250-nm 
InP DHBT,” IEEE J Solid-State Circuits, vol. 55(9), pp. 
2301-2315 (2020). 

[22] Yoshihiro Ogiso, Hitoshi Wakita, Munehiko Nagatani, 
Hiroshi Yamazaki, Masanori Nakamura, Takayuki 
Kobayashi, Josuke Ozaki, Yuta Ueda, Shinsuke 
Nakano, Shiaeru Kanazawa, Takuro Fujii, Yasuaki 
Hashizume, Hiromasa Tanobe, Nobuhiro Nunoya, 
Minoru Ida, Yutaka Miyamoto, and Nobuhiro Kikuchi, 
“Ultra-High Bandwidth InP IQ Modulator co-assembled 
with Driver IC for Beyond 100-GBd CDM,” in Proc. 
OFC2018, Th4A.2 (2018). 

[23] Asuka Matsushita, Masanori Nakamura, Kengo 
Horikoshi, Seiji Okamoto, Fukutaro Hamaoka, and 
Yoshiaki Kisaka, "64-GBd PDM-256QAM and 92-GBd 
PDM-64QAM Signal Generation using Precise-Digital-
Calibration aided by Optical-Equalization," in Proc. 
OFC2019, W4B.2, (2019). 


