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Abstract We present a solution based on deep reinforcement learning (DRL) that jointly addresses
spectrum allocation and latency constraint in EONs. The results show that using a simple network
representation, this strategy outperforms typical K-Shortest Path heuristic approach and previous DRL-
based approaches.

Introduction

The massive use of cloud services along with the
emerging 5G network and its vertical applications
lead to notably increase the data traffic carried
over optical transport networks. Additionally, such
services/applications impose stringent bandwidth
and latency requirements that need to be contin-
uously fulfilled. Thus, it is essential to improve the
optical network control from traditional rule-based
methods towards a more flexible and autonomous
network systems and operations.

Elastic Optical Networks (EONs) emerged to
attain a more efficient use of the optical fiber
spectrum by flexibly allocating variable-sized fre-
quency slots tailored to accommodate hetero-
geneous bandwidth connection demands. The
provisioning of lightpaths in EONs is tradition-
ally tackled by the Routing and Spectrum Allo-
cation (RSA) algorithms[1]. The output of the
RSA algorithms is made up of a spatial path (i.e.,
nodes and links) and the optical spectrum (i.e.,
frequency slots) fulfilling the continuity and con-
tiguity constraints for an end-to-end connection.
Additionally, optical connection services impose
specific end-to-end QoS (i.e., guaranteed band-
width and maximum tolerated latency) require-
ments. Therefore, the RSA algorithms are re-
quired to meet such requirements while attaining
determined objective functions such as efficient
use of the network resources (i.e., optical spec-
trum).

The application of Machine Learning (ML) in
optical networking is a growing trend. In this
regard, several works have been produced[2]–[4]

adopting ML solutions for heterogeneous use
cases: optical performance monitoring, lightpath
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quality of transmission (QoT) estimation, fault
management, traffic prediction, resource alloca-
tion and routing optimisation[2]. Typically, network
prediction and monitoring are modeled as regres-
sion and classification problems; hence, they are
solved with supervised and unsupervised ML al-
gorithms. On the other hand, resource allocation
and routing problems are considered decision-
making tasks that can be addressed with rein-
forcement learning (RL)[5].

With the recent breakthroughs in Deep Neu-
ral Networks (DNN) and its combination with RL,
Deep Reinforcement Learning (DRL) has shown
an outstanding performance in solving decision-
making problems. Some works show the potential
application and advantages of DRL for routing op-
timisation. In[6],[7], DRL is applied to routing con-
nections over hierarchical channels/signals de-
fined in the standard Optical Transport Network
(OTN). To this end, these works rely on a a careful
representation of network state. In[8], the authors
propose a DRL agent to solve the RSA problem
in EONs. Regarding the consideration of latency
in routing,[7] is aware of the delays in the network
paths, but routing is tackled in the electrical do-
main, assuming that lightpaths are already provi-
sioned. On the other hand, in[8] routing, modu-
lation and spectrum allocation only consider the
current spectrum utilisation.

This paper proposes a DRL-based RSA solu-
tion for EONs that includes latency information in
path calculation. To the best of our knowledge,
this is the first time that a DRL agent jointly con-
siders optical fiber spectrum constraints and re-
quired service latency. Moreover, our solution is
benchmarked against the results of the k-shortest
path routing and first-fit spectrum allocation (kSP-
FF) algorithm and another DRL-based solution.



Fig. 1: Operation principle of proposed DRL-based RSA
solution

Proposed DRL-based RSA Strategy
The EON is modelled as a graph G(V,E), where
V is the set of nodes (i.e., optical switches) and
E represents the set of optical fiber links. Each
e ∈ E is defined by link attributes such as the
available optical spectrum and propagation delay
bound to the fiber distance. An optical connec-
tion request from s to d (s, d ∈ V ) is modeled as
R(s, d, b, l), where b and l denote the bandwidth
and latency requirements, respectively. In this
work, the targeted problem is to devise a routing
strategy that for each incoming optical connec-
tion jointly meet the bandwidth and latency de-
mands. To this end, the strategy seeks for the
solution aiming at maximizing the spectrum utili-
sation whilst the accumulated end-to-end latency
requirement is satisfied.

We propose a DRL agent to make the route
decisions. Leveraging the Software Defined Net-
working (SDN) architecture, we assume that the
DRL agent resides in the SDN controller and has
the network state information (i.e., topology and
resource utilisation). Upon receiving a new re-
quest, the DRL agent retrieves the current net-
work state information. With this information,
the DRL agent generates a state representation,
which is the input for the DNNs of the agent. This
state representation includes the current network
information and the optical connection require-
ments. The output of the DNNs will be an action
consisting of the selection of a path (i.e., nodes,
links and frequency slots) for the request. The
controller attempts to establish the selected path
(i.e., allocating the computed resources) by con-
figuring the involved underlying network devices
and elements along the path. If the path estab-
lishment succeeds, the agent receives a positive
feedback, otherwise the feedback is negative.

Fig. 2: NSFNET topology with optical link delays

In the following, we present the network state,
action space and reward representation for DRL
agent. The network state representation lever-
ages the proposal of[8] and includes delay infor-
mation of the k candidate paths that connect the
source and destination, satisfying the requested
demand. Therefore, for each candidate path the
network status comprises the current spectrum
utilisation in terms of: available frequency slots
(FSs), required amount of FS for the request, av-
erage FS block size and position of the first avail-
able FS block, as well as the required latency and
the end-to-end delay. The action space includes
a set of discrete actions, as the DRL agent se-
lects one of the k candidate paths. Regarding the
reward, to maximize the total bandwidth allocated
in the network while satisfying the latency require-
ment, we defined an immediate reward propor-
tional to bandwidth demand if the request is prop-
erly allocated; otherwise, the reward is -10. Fig. 1
shows the operation principle of the proposed so-
lution.

Performance Evaluation
We conducted numerous simulations to evaluate
the performance of the DRL agent. Dynamic re-
quests were generated with a random selection
of s and d nodes, and their bandwidth demands
were evenly distributed between [2 - 4] FSs. The
arrival of requests follows a Poisson process with
inter-arrival time λ, and connection holding time
follows an exponential distribution with an aver-
age µ. Tests were performed on the 14-node
NSFNET topology shown in Fig. 2, where optical
fiber links can accommodate 100 FSs.

For the scenario described above, we first an-
alyzed the bandwidth blocking ratio (BBR) un-
der certain traffic loads using the commonly used
kSP-FF algorithm. The number of candidate
paths for kSP-FF was set to 4 (k = 4). The BBR
represents the ratio of the total requested band-
width that cannot be allocated. The results are
shown in Fig. 3. From these results, a traffic load
of 200 Erlang was chosen to benchmark the pro-



Fig. 3: Bandwidth blocking probability on NSFNET

posed DRL agent against both kSP-FF and Deep-
RMSA[8]. Under this traffic load, about 14 % of
the requested bandwidth is not successfully al-
located, so the agent’s learning process can be
observed.

The DRL agent was implemented based on the
Asynchronous Advantage Actor Critic (A3C) algo-
rithm[8]. A3C improves the agent learning speed
by instantiating multiple agent threads in parallel.
Each instance interacts with its own copy of the
environment and updates a global policy. The
DRL agent was trained in 1300 episodes. An
episode consists of 10000 requests. The agent
features neural networks with five fully connected
hidden layers, 52 neurons in the input layer, and
four neurons in the policy network’s output layer,
meaning the agent will choose one of the four
candidate paths. The 52 input neurons consist
of source and destination in a one-hot format
and the six features of each of the four candi-
date paths. Adam optimizer was used in training.
The learning rate and the discount factor were ad-
justed to 10−4 and 0.95, respectively.

To assess the robustness of the proposed
latency-aware RSA, we compared its perfor-
mance with that of the DeepRMSA and the base-
line kSP-FF algorithm. Fig. 4 depicts the evolu-
tion of the BBR for the three approaches under a
traffic load of 200 Erlangs. One can see that our
latency-aware RSA clearly outperforms kSP-FF
and DeepRMSA. Regarding kSP-FF, it reduces
the BBR by 21.08 % (from 14.40 x 10−2 to 11.36
x 10−2). This reduction was achieved after 200
training episodes, meaning that 2 x 106 requests
were simulated.

Furthermore, it can also be remarked that
the proposed latency-aware RSA shows a faster
convergence compared to DeepRMSA. Indeed,
DeepRMSA achieves a comparable performance
to kSP-FF only after 1000 training episodes.
Therefore, it can be argued that when increas-

Fig. 4: Performance benchmarking of kSP-FF, DeepRMSA
and Delay-aware RSA

ing the complexity of the RSA task by taking into
account the spectrum utilisation and the delay of
the requested service, DRL-based solutions offer
even higher performance.

It should be noted that although DRL-based so-
lutions show improved performance compared to
traditional approaches such as kSP-FF, they re-
quire a learning phase. This learning phase in-
volves an offline training process, where the pa-
rameters of the DRL agent are adjusted until the
convergence is achieved. Once the parameters
are optimised, the agent can be used to perform
online provisioning of requests. Simultaneously
to the online provisioning, the agent needs to con-
tinuously learn to adapt to the network’s dynamic
behaviour by executing online training.

Conclusions
This paper presents a DRL-based RSA solution
for EONs. To the best of our knowledge, we pro-
pose for the first time a DRL-based RSA solution
that jointly considers the spectrum utilisation of
the optical links and the delay constraint of the
service requesting the optical connection.

Simulation results demonstrate that the pro-
posed latency-aware agent can efficiently learn
from a straightforward representation of the net-
work state. On the one hand, it outperforms the
heuristic kSP-FF algorithm by keeping the BBR
to a minimum. On the other hand, it accelerates
its convergence compared to another DRL-based
solution. Therefore, RL techniques are a promis-
ing solution to be exploited for solving the RSA
problem at the expenses of requiring a necessary
training time.

Acknowledgements
The research leading to these results has re-
ceived funding from MINECO Project AURORAS
(RTI2018-099178) and Spanish Thematic Net-
work Go2Edge (RED2018-102585-T).



References
[1] B. C. Chatterjee et al., “Routing and spectrum allocation

in elastic optical networks: A tutorial”, IEEE Commun.
Surv. Tutor., vol. 17, no. 3, pp. 1776–1800, 2015.

[2] R. Gu et al., “Machine learning for intelligent optical
networks: A comprehensive survey”, J. Netw. Comput.
Appl., vol. 157, p. 102 576, 2020.

[3] F. Musumeci et al., “An overview on application of ma-
chine learning techniques in optical networks”, IEEE
Commun. Surv. Tutor., vol. 21, no. 2, pp. 1383–1408,
2019.

[4] J. Mata et al., “Artificial intelligence (ai) methods in op-
tical networks: A comprehensive survey”, Opt. Switch.
Netw., vol. 28, pp. 43–57, 2018.

[5] R. Boutaba et al., “A comprehensive survey on machine
learning for networking: evolution, applications and re-
search opportunities”, JISA, vol. 9, no. 1, p. 16, Jun.
2018.

[6] J. Suarez-Varela et al., “Routing in optical transport net-
works with deep reinforcement learning”, JOCN, vol. 11,
no. 11, pp. 547–558, 2019.

[7] Suarez-Varela et al., “Feature engineering for deep re-
inforcement learning based routing”, in ICC 2019, 2019,
pp. 1–6.

[8] X. Chen et al., “DeepRMSA: A deep reinforcement learn-
ing framework for routing, modulation and spectrum as-
signment in elastic optical networks”, J. Light. Technol.,
vol. 37, no. 16, pp. 4155–4163, 2019.


	Introduction
	Proposed DRL-based RSA Strategy
	Performance Evaluation
	Conclusions
	Acknowledgements

