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Abstract A metric called exponentially-weighted energy dispersion index (EEDI) is proposed to explain
the blocklength-dependent effective signal-to-noise ratio (SNR) in probabilistically shaped fiber-optic
systems. EEDI is better than energy dispersion index (EDI) at capturing the dependency of the effective
SNR on the blocklength for long-distance transmission.

Introduction
Probabilistic amplitude shaping (PAS)[1] can real-
ize near capacity-achieving transmission for the
additive white Gaussian noise (AWGN) channel.
In fiber optical communications, significant shap-
ing gains over uniform quadrature amplitude mod-
ulation (QAM) are achieved by the AWGN-optimal
PAS[2],[3]. However, these gains are undermined
by the nonlinear interference (NLI) penalty, since
shaping can enhance NLI effects with respect to
uniform signaling[4]. This penalty is enhanced by
i) using a Maxwell-Boltzmann distribution, and ii)
the temporal structure of the transmitted shaped
symbols. The penalty from the former can be re-
duced by optimizing the distribution of the constel-
lation symbols to be more NLI-tolerant[4]–[6]. The
penalty from the latter can be instead mitigated
by manipulating the temporal structure of the
symbol sequences[7],[8]. The amplitude shaper in
PAS imposes a hidden temporal structure on the
symbols, and thus, the symbols can no longer
be treated as independent identically distributed
(i.i.d.). It was found that the temporal structure
caused by short shaping blocklengths can provide
effective signal-to-noise ratio (SNR) gains, due
to a weaker presence of nonlinearities[9]. There-
fore, a straightforward approach would be to sim-
ply employ short blocklengths[10],[11]. The NLI mit-
igation is intuitively explained by the fact that us-
ing short blocklengths avoids multiple consecutive
occurrences of high-energy symbols, and thus,
induces less NLI[12],[13].

Recently, in[14] we analyzed the statistical prop-
erties of symbols generated by constant compo-
sition distribution matching (CCDM)[15] with finite
blocklengths. Inspired by the behavior of time-
domain first-order perturbation NLI models[16] and
the finite memory Gaussian noise (GN) model[17],
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we found that the variations of the windowed sym-
bol energy are crucial for the NLI generation. We
also proposed in[14] a precise metric to quantify
the effect of energy variations on the NLI magni-
tude, the so-called energy dispersion index (EDI).
One drawback of EDI is that all symbol energies
within a time window are assumed to be equally
important. This assumption does not reflect the
reality as interfering symbols far away from the
symbol of interest are expected to have smaller
impact on the NLI impinging on that symbol than
those nearby.

In this paper, we propose a refined version
of the EDI, which we call exponentially-weighted
EDI or EEDI. EEDI takes into account the fact that
the NLI contribution from different symbol ener-
gies varies depending on their relative delay with
respect to the symbol of interest. Our contribution
in this paper is to verify that by weighting the inter-
fering symbol energies properly, EEDI is a better
effective SNR estimator than EDI at long trans-
mission distances.

Weighted Energy in Fiber Channel Model
In our previous study, we assumed that the
NLI generation is dominated by symbol energies
within a finite time window[14]. In this paper, we ex-
tend this time window to infinity and we introduce
a decay factor to weigh the effect of temporal sep-
aration between symbols on the NLI generation.
Using the first-order perturbation model and as-
suming single channel transmission, the NLI term
ZNLI,0, which is modeled as additive noise on the
transmitted symbol X0, can be expressed as[16]

ZNLI,0 = γ

∞∑
h=−∞

∞∑
j=−∞

∞∑
l=−∞

Sh,j,lXhXjX
∗
l . (1)

In (1), γ is the nonlinear coefficient, and the
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Fig. 1: An illustration of the weighted sum of energy Gλi

complex kernels Sh,j,l determine the self-phase
modulation contribution of the symbol triple prod-
uct XhXjX

∗
l based on the temporal separation of

its factors. Note that the NLI term for the cross-
channel interference can be expressed in the
same form as in (1)[16]. Since the perturbation
terms Sh,j,l satisfying j = l have large magni-
tude[7], we can approximate (1) as

ZNLI,0 ≈ γ
∞∑

h=−∞

Xh

∞∑
l=−∞

Sh,l,l|Xl|2.︸ ︷︷ ︸
Weighted Sum of Energies

(2)

It can be seen in (2) that the NLI experienced by
X0 is determined by the weighted sum of symbol
energies. The variance of this term determines
the variance of the induced NLI. This term indi-
cates that all transmitted symbols generate NLI
proportional to their energies. However, these en-
ergies are weighted by Sh,l,l, whose magnitude
change as a function of the index l[18]. In general,
Sh,l,l slowly decays as the offset |l| increases[7].

Exponentially-Weighted EDI
To reflect the effect of the Sh,l,l in (2), we heuristi-
cally assume that its magnitude decays exponen-
tially with increasing |l|. Let λ be a forgetting fac-
tor, where 0 ≤ λ ≤ 1, and let Xl be the symbol |l|
symbol periods away from X0. We assume that
the NLI contributions associated with |Xl|2 can be
expressed as |Sh,l,l| = λ|l||Sh,0,0|. Then, we de-
sign a variable Gλi to capture the weighted sum
of symbol energies around symbol Xi, which is
defined as

Gλi
∆
=

∞∑
l=−∞

λ|l||Xi+l|2. (3)

We can then express the NLI ZNLI,i in the product
between Gλi and

∑∞
h=−∞Xh+i|Sh+i,0,0| which is

still expected to be somehow correlated to Gλi .
Fig. 1 illustrates how Gλi is obtained. The cen-

tral symbol is the most important in the NLI gener-
ation (with red color), and thus, is weighted by 1.
The contribution of the adjacent symbols that are
further away by |l| symbol periods, which is deter-

mined by λ|l|, decays exponentially (shown with a
faded color). As i changes, the weighted infinite-
window will slide through the symbols to obtain a
number of weighted energies Gλi . Then, the EEDI
Ψ̂Exp is defined as the sample variance over the
sample mean of the weighted sum of energy, i.e.,

Ψ̂Exp
∆
= σ2

Gλi
/µGλi . (4)

For λ = 1, since all the symbol energies are
weighted by 1, EEDI is equivalent to EDI with in-
finite widow, and thus Ψ̂Exp = 0. For λ = 0, Ψ̂Exp

will converge to E|X|2(Φ−1), where Φ represents
the standardized fourth moment (a.k.a. kurtosis)
of the input symbols. Kurtosis is the NLI predic-
tor proposed by the enhanced GN model, which
assumes only i.i.d. transmitted symbols[19]. EEDI
can be viewed as a refined version of kurtosis that
can account for the interaction between non-i.i.d.
symbols and the channel memory.

Numerical Results
Similar to our previous work[14], we study how
well EEDI can predict the blocklength-dependent
effective SNR. A single-polarization multi-span
wavelength division multiplexing (WDM) system is
simulated by using the split-step Fourier method.
The system has a span length of 80 km, a fiber
loss of 0.19 dB/km, a dispersion parameter of
17 ps/nm/km, and a nonlinear parameter of 1.37
1/W/km. Moreover, a 5×32 Gbaud 64-QAM trans-
mission with root-raised-cosine pulse with 10%
roll-off and 50 GHz spacing is considered. The
central channel is the one of interest for our anal-
ysis. The attenuation after each span is compen-
sated by an erbium-doped fiber amplifier (EDFA)
with a noise figure of 6 dB. At the receiver, the
channel of interest is processed using ideal chro-
matic dispersion compensation, matched filtering
and sampling.

For the PAS with 64-QAM, we employ CCDM
ranging from ultra short (n = 10) to long
(n = 10, 000) blocklengths. The amplitude dis-
tribution [0.4, 0.3, 0.2, 0.1] is used over the ampli-
tudes {1, 3, 5, 7}. The amplitudes on in-phase and
quadrature dimensions are independently gener-
ated. For each transmission, the same block-
length n is used for all WDM channels. At the
transmitter, we measure the EEDI of the symbols.
At the receiver, we evaluate the effective SNR.
Pairs of EEDI and effective SNR at different block-
lengths are used to obtain their Pearson’s correla-
tion coefficient[20] rp. The absolute value of coef-
ficient |rp| = 1 indicates perfect correlation, while
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Fig. 2: Effective SNR (left axis), EEDI, and EDI in[14] (right axis) vs. blocklength. The transmission distances are 80, 320 and
1600 km with the launch powers −1.5, −2.0 and −3.0 dBm, respectively. The EEDI is shown in dB and inverted for convenience
of comparison. Error bars for effective SNRs represent 95% confidence interval. The circled areas in (b)–(c) show the nonlinear

behavior of EEDI and effective SNR.

|rp| = 0 indicates no correlation.
EEDI in Fig. 2 is computed using the optimal

forgetting factor, which will be discussed in Fig. 3.
Fig. 2 shows that both EEDI and EDI predict ef-
fective SNR well with absolute correlation coeffi-
cient |rp| > 0.99 for three distances. To the left
of the vertical dotted line, the effective SNR de-
creases significantly as blocklength n increases.
We call this the blocklength-dependent region[14].
Then, the effective SNR decreases slowly until it
reaches a floor. For the sake of comparison with
the effective SNR, the EEDI is shown in dB and
its y-axis is inverted, and the EDI from our previ-
ous work[14] is shifted vertically by a constant such
that it is aligned with EEDI at n = 10, 000. EEDI
and EDI have very similar performance in terms
of |rp|. However, compared to EDI, one notice-
able improvement of EEDI is that the nonlinear
decrease of effective SNR at short blocklengths
is much better predicted. This nonlinear decrease
can be seen by the circled areas in Fig. 2 (b)–(c).
By contrast, EDI only predicts a linear decay of
the effective SNR in these regions.

The optimal forgetting factor λ∗ used in Fig. 2
was chosen such that the |rp| between EEDI and
the effective SNR is maximized. To this end, as
shown in Fig. 3, λ∗ is obtained by exhaustive
search from 0.6 ≤ λ < 1 at a step size of
10−4. Note that the x-axis in Fig. 3 represents
1− λ, and |rp| reaches its peak at 1− λ∗. As dis-
tance increases from 80 to 1600 km, λ∗ increase
from 0.9014 to 0.9921, which means that the de-
caying becomes slower, and more symbols are
heavily involved in the nonlinear interaction. For
all investigated cases, |rp| peaks at values very
close to 1, indicating almost perfect correlation
between EEDI and effective SNR for λ = λ∗

Finally, Fig. 4 shows 1−λ∗ at various distances.
The λ∗ at each distance is obtained with |rp| at
least 0.994. Fig. 4 shows that as the transmission
distance increases from 80 km to 400 km, 1 − λ∗
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Fig. 3: Absolute value of Pearson’s linear correlation
coefficient |rp| between EEDI and effective SNR vs. 1− λ.

The optimal value of λ is denoted by λ∗.
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Fig. 4: 1− λ∗ (all λ∗ obtained with |rp| > 0.994) at distances
from 80 km to 1600 km.

decreases significantly and begins to decrease at
a slower rate. The inset figures of Fig. 4 show that
at 80 and 1600 km, around 30 and 404 symbol en-
ergies are weighted more than 20%, respectively.

Conclusions
We conclude that by using exponential weight-
ing method, EEDI evaluated with the optimal for-
getting factor is capable of reflecting the impact
of blocklength and distance on the NLI. In addi-
tion, EEDI shows superior performance over EDI
in terms of predicting the effective SNR for long-
distance transmission. Future work will focus on
the robustness of the EEDI at longer transmission
distances and larger WDM bandwidth.
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