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Abstract We show numerically and experimentally that strong optical injection can enhance the operat-
ing bandwidth of semiconductor lasers with optical feedback in a photonic time-delay reservoir comput-
ing configuration. Its operating conditions can be significantly expanded while maintaining competitive
computational performance in a time-series prediction task.

Introduction

Reservoir computing (RC) has proven to be a
powerful method simplifying drastically the imple-
mentation and training of recurrent neural net-
works. Among the different hardware implemen-
tations[1], time-delay reservoir computing (TDRC)
represents a minimal design, with respect to hard-
ware requirements and the training procedures[2].
TDRC’s ability for computation originates from
time-multiplexing of recurrently connected virtual
nodes that allows the storage of past informa-
tion and, therefore, creating different responses
depending on these previous inputs. While the
process that feeds input into the reservoir and
the connections within the reservoir are kept fix,
supervised learning via linear regression is per-
formed only at the reservoir’s readout layer.

In the first part we numerically model a pho-
tonic TDRC. In particular, we use a semiconduc-
tor laser (SL) as the response laser which is bi-
ased just below threshold and is connected to an
optical feedback loop (See Fig. 1). The informa-
tion to be processed by this photonic structure is
optically injected via a modulation applied to the
optical carrier of an external drive laser[3] Here we
show that using strong optical injection, we can
significantly expand the operating bandwidth of
the reservoir, as well as the operating parameter

Fig. 1: A photonic reservoir built with a SL subject to time-
delayed optical feedback, withN virtual nodes and equidistant
time separation θ.

space for which we achieve efficient performance
in an one-step-ahead nonlinear prediction task[4].
In the second part we verify experimentally our
findings.

Numerical modelling
The numerical modelling of the TDRC is based on
the Lang-Kobayashi rate equations[5], adapted to
include an optical injection term that carries the
information to be processed J(t), multiplied by a
mask m(t)[6],[7].
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The parameter notation and the corresponding
values for the numerical calculations can be found
in the analysis of [6]. The dynamical properties
of this TDRC system can be controlled through
certain key parameters. These are the feedback
strength of the response laser rc, the injection
strength of the drive laser rinj , and the optical
frequency detuning between the drive and the re-
sponse laser ∆f = fd − fr. The time delay of
the optical feedback loop in the photonic reservoir
(τ = 16.8 ns) is long enough to encode a sufficient
number of virtual nodes for the TDRC tasks. By
considering a time separation of θ = 100 ps, a to-
tal number of N = 168 virtual nodes is available.



Computing task
We evaluate the impact of bandwidth enhance-
ment of the photonic reservoir by testing the
TDRC capabilities in the one-step-ahead predic-
tion task of the Santa Fe time-series[4]. The way
we input the information J(t) into the virtual nodes
of the delay line τ is via time-multiplexing. Each
of the inputs is sampled and held for an interval
θ and multiplied by a mask value, drawn from a
random uniform distribution [0,1], so masked in-
put is expressed as J(t) ·m(t). The mask is pre-
served for the whole task. The mask represents
a fixed input connectivity and keeps the nonlin-
ear responses of the reservoir laser in a transient
regime.

The prediction output is obtained via training
a linear classifier (ridge regression algorithm) at
the output layer. From the Santa Fe data set, we
use the first 3000 points as a training set, we skip
the next 2000 points in order to obtain decorre-
lated training and testing data sets, while we use
the following L = 1000 points as the testing set.
The performance of the prediction task is evalu-
ated by calculating the normalized mean square
error (NMSE) between the target (input informa-
tion) and the TDRC prediction:

NMSE =
1

L

L∑
n=1

(y(n)− ȳ(n))2 (5)

where the predicted value y, and the expected
value ȳ are normalized to zero mean and unit vari-
ance.

Numerical results
As a first step, we evaluate the frequency re-
sponse of the photonic reservoir. We define as
metric for the operating bandwidth of the reser-
voir the frequency interval between low frequen-
cies (excluding the DC contribution) and the high
frequency which contains 80% of the total power
spectral density of the emitted signal. To deter-
mine the operating bandwidth, we introduce ran-
dom noise from a uniform distribution as input
signal to the photonic reservoir for every itera-
tion step of the numerical integration method (1
ps). The frequency response that is obtained
within the {rc,∆f} parameter space, for two opti-
cal injection conditions (moderate, rinj = 0.4 and
strong, rinj = 2), is depicted in Figure 2a and 2b,
respectively.

We focus on an optical detuning regime
−30 GHz < ∆f < 5 GHz, where partial injec-
tion locking conditions are observed at the bound-

Fig. 2: Operating bandwidth (in GHz) of the photonic reservoir
for (a) moderate (rinj = 0.4) and (b) strong (rinj = 2) optical
injection conditions, in the {rc,∆f} parameter space.

aries. When comparing the two injection condi-
tions, we observe that the operating bandwidth of
the reservoir is systematically enhanced for the
strong injection condition, compared to the mod-
erate injection case. The operating bandwidth
is an important property for reservoir computers
that use the finite dynamical response time T of
the reservoir laser to introduce coupling among
the virtual nodes. This virtual node separation
θ should be smaller than T , at the same time,
θ should also not be chosen too small, to en-
sure sufficient response amplitudes. Previous
works[2],[9],[10] have demonstrated that a suitable
choice for θ is approximately 0.2 · T . Moreover,
favorable operating conditions of the photonic
reservoir should also combine other important
attributes for computing, such as fading mem-
ory and consistent nonlinear input/output signal
transformation. For this reason, we evaluate the
effect of the bandwidth enhanced operation on
the task of Santa Fe one-step-ahead prediction
for several conditions in the {rc,∆f} parameter
space. In Fig. 3, we show the NMSE for the two
cases of optical injection rinj = 0.4 and rinj = 2.

Fig. 3: NMSE performance for the Santa-Fe time-series pre-
diction task in the parameter space {rc,∆f} for moderate
(rinj = 0.4) and strong (rinj = 2) optical injection.

We find that strong injection conditions expand
the the range of {rc,∆f} for which we achieve low
NMSE performance. The injection locking regime
is shifted to more negative frequency detuning
(from -10 GHz to -20 GHz) while increasing injec-
tion strength, enlarging the region of partial lock-
ing that is usually associated with better reservoir
performance[11].



Experimental implementation
We also validate experimentally our claims, by im-
plementing the photonic reservoir shown in Fig. 4
It has one input port that receives the masked in-
formation to be processed (input) and one output
port from the photonic reservoir, that provides the
signal for training and computation (output). The
masked information J(t) · m(t) is uploaded into
an arbitrary waveform generator (AWG) operat-
ing at 10 GSamples/s. That sets the separation
between virtual nodes to θ = 100 ps. The AWG’s
electrical output is amplified (RFA) and is modu-
lated onto the optical carrier of the drive DFB SL,
via a 20GHz Mach-Zehnder modulator (MZM).
The operating frequency of the drive SL fd is con-
trolled by its operating temperature. The optical
injection power that is fed to the response laser is
controlled by a voltage controlled optical attenu-
ator (ATT-1) that modifies the injection level rinj .
The polarization states of all optical carriers have
been aligned. The response SL is biased at 11.8
mA (or at 0.995Ith) and the frequency of its opti-
cal emission fr is kept fixed. The optical feedback
time delay of the photonic reservoir is τ = 16.8 ns
and includes an electrical variable optical attenu-
ator (ATT- 2) to tune the optical feedback strength
rc. The resulting signal is detected by a photore-
ceiver, and the electrical signal is recorded by a
16GHz (40 Gsamples/s) real-time oscilloscope.

Fig. 4: Experimental configuration of the photonic TDRC.
POL: Optical polarization controller, SPL: Optical splitter, CIR:
3-port optical circulator, OI: Optical isolator, SOA: Semicon-
ductor optical amplifier, OF: Tunable optical filter, OSC: Real
time oscilloscope.

Experimental results
We repeat experimentally the same task we stud-
ied previously numerically. The linear readout
classifier is implemented offline, by processing
the reservoir’s response signal acquired by the
oscilloscope. The corresponding performance is

shown in Fig. 5. The characterization was per-
formed versus frequency detuning ∆f , for two dif-
ferent feedback ratios (rc = 0.02 and rc = 0.04)
and for moderate (Pinj = 0.125 mW, Fig. 5A) and
strong (Pinj = 0.5 mW, Fig. 5B) optical injection.

Fig. 5: NMSE performance for the Santa-Fe time-series pre-
diction task in terms of frequency detuning ∆f , for two dif-
ferent feedback ratios (rc = 0.019 and rc = 0.035) and for
(A) moderate (Pinj = 0.125 mW) and (B) strong (Pinj = 0.5
mW) optical injection.

From the results of Fig. 5 we can demonstrate
experimentally that strong optical injection yields
a lower NMSE for expanded operating conditions
of the reservoir parameters {rc,∆f}. Again, we
observe that the injection locking boundary, for
which we find partial locking, shifts to more neg-
ative frequency detuning ∆f , when injection be-
comes stronger.

Conclusions
We demonstrated numerically and experimentally
the potential to enhance the operating bandwidth
of a photonic TDRC and to expand the operat-
ing region for which we obtain the best computing
performance. While the performance of the in-
vestigated Sante Fe time-series computing task is
preserved to the same levels, the tolerance of the
reservoir’s operating parameter space {rc,∆f} is
significantly increased. This expansion is benefi-
cial for real-world implementations of this system,
as it provides higher robustness.
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