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Abstract
We propose a flow-based adaptive resource allocation in SDM-OPS networks. It attained 24.6% of
packet loss probability and 13.8% of the proportion of Degraded Flows compared to baseline methods.
Furthermore, its feasibility was verified via functional experiment using real testbed emulated as SDM
environment.

Introduction
Owing to the rapidly increasing traffic demand in
networks, space-division multiplexing (SDM) has
been intensively researched in the last few years
to further expand the fiber capacity [1-3]. In re-
cent years, research and development have been
conducted on optical packet switching (OPS) net-
works to realize more flexible and efficient ac-
commodations of services in the time domain
[4-7]．Furthermore, active research and devel-
opment are also being conducted on OPS with
SDM environments for improved speed and large
capacity of communications [8-12]. The optical
packet spatial super-channel (pSSC) framework,
proposed in [8], is a promising solution for re-
alizing OPS in SDM environments because the
cost of switching nodes can be reduced by jointly
switching multiple spatial channels (See Fig.1).

In the current optical device technologies, an
optical buffer that enables random access has not
been realized. Therefore, load balancing is es-
pecially required in OPS networks. In the pSSC

Fig. 1: SDM-WDM OPS Network

framework, the packet length is extremely short
because the payload is distributed over multi-
ple wavelength/spatial channels over each link.
Therefore, it is difficult to implement complicated
load balancing control in pSSC units with ex-

tremely fine time granularity. To implement a
global load balancing control, a flow unit control
with rough time granularity is more suitable than
a pSSC unit.

In this study, we propose a flow-based spatial
channel resource allocation method considering
the load status on the transfer route to reduce the
packet loss due to packet collisions. We evalu-
ate the performance of the proposed method via
computer simulations and verify the basic function
of switching the spatial channel resources in the
proposed method using a testbed emulated as an
SDM environment.
Related Works
In Ref. [8], a scheme was proposed that con-
structed an optical pSSC using all wavelength/s-
patial channel resources in SDM-WDM OPS net-
works. In the pSSC framework, the granularity of
the data to be switched becomes rough by switch-
ing the spatial channels jointly in the switching
node, thereby reducing the cost of the switching
node. Refs. [9][10] demonstrated the high-speed
switching of pSSCs on a testbed using the devel-
oped pSSC node.

A fractional pSSC switching system design
wherein the spatial channel resources were sliced
into multiple fractional spatial channel resources
was proposed [11][12]. In this framework, the
pSSC was transmitted in units composed of frac-
tional spatial channel resources instead of all of
the available spatial channel resources．A pSSC
collision at a switching node can be avoided by
transferring the pSSC to another fractional spa-
tial channel resource in a multi-core fiber. Never-



theless, the packet loss ratio tends to be higher
owing to the buffer-less environment.
Proposed Method
To further reduce the pSSC loss due to collision at
the switching nodes, we propose flow-based spa-
tial channel resource allocation．In this study, we
assume the SDM-WDM OPS networks proposed
in Refs. [11][12]. In this network, all spatial chan-
nel resources are sliced into multiple fractional re-
sources (hereinafter, referred to as “RU (resource
unit)”) and the pSSCs are transmitted via RUs.

In the proposed method, each switching node
in the network counts the number of pSSC ar-
rivals for each RU of each output port and man-
ages them in the “Statistical Table”. A software-
defined network (SDN) controller collects the lat-
est Statistical Tables from all switching nodes in
the network at fixed time intervals．Based on the
number of pSSC arrivals obtained from the col-
lected Statistical Tables, the pSSC arrival rate is
calculated and updated using the exponentially
weighted moving average (EWMA). Based on the
pSSC arrival rate, the “Collision Probability” for
each RU of each output port in all switching nodes
is approximately calculated using the Erlang B
formula．Collision probability is defined as the
probability that a packet is lost owing to the colli-
sion that occurs when the pSSC assigned to each
RU arrives at the switching node, and all calcu-
lated values are managed in the “RU Load Man-
agement Table” on the SDN controller.

Figure 2 outlines the process of RU allocation
to a new flow. When a new flow occurs in the
network, the RU Load Management Table in the
SDN controller is referenced. Based on the

Fig. 2: RU allocation to a new flow

collision probability, PLoss(Noden, RUi), at each
RU, RUi(i = 1, · · · , S), of each output port at
each node, Noden(n = 1, · · · , N − 1), on a pre-
determined route through which the flow passes,
the “Transmission Success Probability” for each
RU, Psuccess(RU1), · · · , Psuccess(RUS), is calcu-
lated using Equation (1). Transmission success
probability is defined as the probability that a
packet reaches its destination, assuming that RUi

is assigned to the packet.

Psuccess(RUi) =

N−1∏
n=1

(1− PLoss(Noden, RUi)) (1)

Referring to the transmission success probabil-
ity, Psuccess(RU1), · · · , Psuccess(RUS), of all RUs
calculated by the above procedure, the RU with a
high transmission success probability is assigned
to the flow.

It should be noted that to suppress exces-
sive load concentration on a specific RU, an “Al-
lowable Threshold,” PT , is set when determin-
ing the RU to be assigned to the flow. With
the transmission success probability for each
RU, Psuccess(RU1), · · · , Psuccess(RUS), calculated
by the above procedure, RUm with the highest
transmission success probability, Psuccess(RUm),
is selected as the candidate RU for the allo-
cation. Then, all values of RUi that satisfy
Psuccess(RUi) > Psuccess(RUm)−PT are added to
the candidates, and an RU is randomly assigned
to the flow from the candidate RUs, where PT de-
notes some margins.
Performance Evaluation
Simulation
The performance of the proposed method was
evaluated via computer simulations. We adopted
the Kanto topology (11 nodes and 18 bidirectional
links) of the JPN-48 model [13] as a test topology.
Each link had one Multi Core Fiber (MCF) in each
direction, and the number of RUs in each MCF
was six. We adopted a gravity model in which the
traffic distribution between each node depends
on the product of the surrounding population and
distance of the node pair. The arrival interval of
flows and the generation interval of pSSCs within
a flow followed an exponential distribution. The
average packet generation interval was randomly
determined in the range of 0.0125 to 0.0375 ms
for each flow, and the flow average arrival inter-
val was changed as a parameter. The duration
of a flow was 5000 ms constantly. The update
interval of the RU load information in the pro-
posed method was set to 1000 ms．For simplic-
ity, collision avoidance, such as inter-core switch-
ing, deflection routing, or buffering with fiber de-
lay line, was not performed. The length of pSSC
was 0.0012 ms and the processing delay during
switching was 0.0012ms. In the above simula-
tion environment, the proposed method was com-
pared with the flow-based random allocation and
round-robin allocation techniques.

Figure 3 shows the simulation result of the



packet loss probability. In comparison to other
methods, the proposed method improved the
packet loss probability．In the proposed method,
when the allowable threshold PT was set to 0.1%
and 1.0%, the performance degradation was sup-
pressed at a high load in comparison to the
case of “without the allowable threshold.” The
proposed method (PT =1.0%) demonstrated dra-
matically smaller packet loss probability, which
is 24.6% of the random allocation case on av-
erage. In addition, Figure 4 shows the propor-
tion of flows whose packet loss probability ex-
ceeds 10−3 (defined as “Degraded Flows”). For
fair evaluation, the average packet generation in-
terval for each flow was fixed at 0.0250 ms. The
proposed method (PT =0.0%) demonstrated dra-
matically smaller proportion of Degrated Flows,
which is 13.8% of the random allocation case on
average.

Fig. 3: packet loss probability
Fig. 4: proportion of

degraded flows

Demonstration Experiment using Testbed
To verify the basic functions of the proposed
method, we performed a demonstration experi-
ment using the testbed at the Resilient ICT Re-
search Center of National Institute of Information
and Communications Technology.

Figure 5 shows the configuration of the testbed.
We emulated the testbed as an SDM environ-
ment. Because the testbed does not support an
SDM optical network, we emulated two different
paths from node 4 to node 3 (node 4 → node
1 → node 3, and node 4 → node 2 → node 3)
as two RUs (RU1 and RU2) in an SDM optical
network. In the above experimental setup, the

Fig. 5: Experimental setup

transmissions of MainFlowA (terminal A → ter-
minal C) and MainFlowB (terminal B → termi-
nal D) were started simultaneously. RU1 (route
: node 4 → node 1 → node 3) was assigned to
the flow generated in MainFlowA and RU2 (route
: node 4 → node 2 → node 3) was assigned to
the flow generated in MainFlowB. In MainFlowA
and MainFlowB, an active period of 10000 ms for
packet generation (in this experiment, we consid-
ered such packet groups as a “flow”) and the sub-
sequent pause period of 2000 ms were repeated
alternately. Next, using a tester, the heavy load
flow (“Interference Flow”) was transmitted on the
route of RU1. Consequently, RU1 (at the output
port to node 3 in node 1) became overloaded.

The SDN controller collected the number of
packets that arrived at each node at an interval
of 1000 ms and updated the packet arrival rate
using the EWMA with a coefficient of 0.1. In
this experiment, when the packet arrival rate of
RU1 exceeded the preset RU switching thresh-
old (300000 [packet/s]), the load on RU1 signifi-
cantly increased. Then, the RU assigned to the
flow generated in MainFlowA was switched from
RU1 to RU2.

Figures 6 illustrate the results for the packet
loss probability of MainFlowA, MainFlowB, and
Interference Flow “(a) without RU switching” and
“(b) with RU switching,” respectively, based on the
proposed method. In the case of “(b) with RU
switching,” the period of packet loss probability
deterioration is shorter than that in the case of “(a)
without RU switching,” and it is evident that the av-
erage packet loss probability has been improved.

Fig. 6: Packet loss probability (MainFlowB has no collision)

Conclusions
We proposed a flow-based adaptive resource
allocation method in SDN-enabled SDM optical
packet switching networks. We verified the effec-
tiveness of the proposed method through simu-
lations as well as an experiment using a testbed
emulated as an SDM environment.
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